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Abstract We present a technique for proving convergence
of h and hp adaptive finite element methods through com-
parison with certain reference refinement schemes based on
interpolation error. We then construct a testing environment
where properties of different adaptive approaches can be
evaluated and improved.
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1 Overview

Adaptive feedback loops used in the numerical solution of
partial differential equations have two main components re-
lated specifically to the creation of a sequence of refined sub-
spaces: an a posteriori error estimate, and a strategy for en-
riching the finite element space. While there has been exten-
sive work on the development of a posteriori error estimates
in various situations, relatively little attention has been paid
to the systematic study of the adaptive strategies themselves.
However, it has been shown that certain strategies lead to
optimally convergent adaptive algorithms, some rigorously
through mathematical proof [8,11,10,22,20,21,14,15] and
others empirically through numerical experiments [18, 16,
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, 17,3]. In this work, we study adaptive refinement proce-
dures using interpolation error as the error indicator, com-
paring a reference refinement procedure to a target adap-
tive feedback loop that could be implemented in an appli-
cation. In this way we can evaluate and compare different
adaptive strategies in an environment that eliminates much
of the noise (e.g., the approximate solution of the finite el-
ement system, and the effects of different a posteriori er-
ror estimates) that can influence such comparisons. The link
to the adaptive solution of partial differential equations is
our former result [7] on the comparability of the local inter-
polants and quasi-optimal approximants. Our analysis cov-
ers a variety of (inner product) norms in both 2D and 3D,
a variety of finite element spaces, and we consider both A
and hp adaptive refinement schemes. We begin with a shape
regular triangulation 7 of our domain £ consisting of Ny
elements. Let Sy denote our initial conforming finite ele-
ment space corresponding to 7y, with Dy degrees of free-
dom. Let {S} = {S(7o)} denote the nested family of sub-
spaces generated through sequential refinement of Sy using
some known refinement procedure (e.g. red-green, longest
edge bisection, some particular 2p refinement strategy, etc).
We note that the refined spaces in {S} need not be conform-
ing; since interpolation is local, discontinuous finite element
spaces are allowed.

The function u is to be approximated, and we denote
its interpolant by u; and the interpolation error by e = u —
ur. Let || - || be an appropriately chosen inner product norm.
Let S € {S(7p)} denote the current subspace, 7 the current
mesh, and u; € S. The current error is

2 2
el = llell?-

teT

Our central assumption is a local saturation assumption
[9,12]. If some element ¢ is refined, we assume that the lo-
cal interpolation error is decreased. If u; is the original in-
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terpolant and #; the refined interpolant, we assume for each
element 7, there exists some 0 < ff; < 8 < 1 such that

e = aarll; < Byl = wa] (1

We note that adaptive hp algorithms allow the possibility
of either & or p refinement, and thus the possibility of two
values f3; , and f3; ,. Where necessary we will make this dis-
tinction.

Our reference adaptive procedure is defined inductively.
Given u; € S, with N elements, we choose a new subspace
S C &' as follows: we choose some element 7 € T such that

el = max e

and refine 7 using our chosen refinement scheme '. The new
error | €| is given by

(B = Dllel?

Let ¢g denote the error for the initial subspace Sp. In our
adaptive process, we start from Sy and sequentially choose
elements to refine as described above. Newly refined ele-
ments are immediately eligible for further refinement. While
clearly assumption (1) is sufficient for the interpolation er-
ror to converge monotonically to zero, it does not allow
us to characterize the rate of convergence as a function of
the dimension of the approximating subspace. To do this
we study the convergence of a particular subsequence. We
choose some particular ¥ < 1. Through our refinement pro-
cess, eventually we will arrive at a special error e; and cor-
responding subspace Sj. This is characterized by some re-
finement step that satisfies

el = llell* — llell? + llel? < llel* +

llexll < 7lleol- )

We let R denoted to number of refinement steps necessary
to compute e1, N; the number of elements in 77, and D; the
dimension of Sj.

We continue the refinement process starting from e; un-
til we achieve e, that satisfies

le2l < Yller]| < 7 eol

This requires at most R refinement steps with N, elements
in 7, of dimension D5.

Inductively, we generate a subsequence {e;} that satis-
fies

lexll < ¥*lleoll 3)

with corresponding subsequences {Si}, {Rx}. {Ni}, and
{Dy}. Our challenge is to make a selection for ¥ that allows
us to bound the growth in Ry, N, and Dy, and from this to

! Finding the maximum will introduce a logarithm into the com-
plexity (e.g., we keep all the elements in a heap based on their errors),
but this is not important in this context.

quantify the rate of convergence. To do this we need addi-
tional details concerning the particular adaptive algorithm to
be studied. To see the value of these results in practice, we
propose the following scenario for evaluating a given adap-
tive refinement scheme.

1. Determine the class of functions C, based upon regular-
ity and singularity types, to be addressed by the given
adaptive method. We assume (1) holds for u € C.

2. Develop a reference adaptive scheme such that for u € C,
the resulting sequence {S} is optimally convergent. The
h and hp methods based on regular refinement analyzed
in Section 3 are examples. See [3] for reference schemes
based on relaxed longest edge refinement. Since refer-
ence algorithms adaptively refine known functions using
interpolation error, one can make use of this extensive
knowledge; e.g, one can compute f3; ; and 3, , and use
this information in the refinement process.

3. Implement refinement rules for a target (practical) adap-
tive refinement scheme using interpolation error as the
a posteriori error estimate. For u € C the resulting se-
quence is denoted {S}. This scheme must include all
important features including simulation of an adaptive
feedback loop if such a loop is present in the target ap-
plication. Although it uses interpolation error, it should
only employ information that is available in the actual
target setting.

For representative functions u € C, the resulting refine-
ment sequence {S} and the reference sequence {S} can
then be compared. If interpolation error is both an upper
and lower bound for the exact error in the target setting, the
behavior of {S} in this very controlled setting using inter-
polation error indicates its behavior in the target setting for
functions in the target class C. The advantage of studying
the behavior of {S’ } in this restricted environment is that
many of the external influences that can effect an adaptive
scheme are controlled, allowing one to focus on the refine-
ment strategy. In this way, strengths and weaknesses of dif-
ferent strategies are revealed, and one can modify the re-
finement rules to improve the performance of the method.
While it is unlikely that practical schemes can match a refer-
ence scheme in terms of performance, this nonetheless pro-
vides a good environment for evaluating the effectiveness of
a given approach. In Section 4 we employ this strategy to
analyze some example adaptive feedback loops. In Section
5 we present some numerical experiments using a modified
version of the PLT MG software package [2]. A much more
extensive set of numerical experiments based on this proce-
dure appears in Bank and Deotte [3].
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2 Analysis

Suppose that we have an a posteriori error estimator

n=|{>_n
t

that is both efficient and reliable [20,21]. Thus given a func-
tion u € C and u;, € S that satisfies a (quasi) best approxima-
tion property,

1/2

lee = un| < € inf flu— v,
VgS

there exist positive constants ¢y and Cy, independent of N,
such that

[u—un| <Cim

e < flu—up.

Since
cn*=ci > P <> llu—wplF =l —uy]?
t t

it follows that the lower bound is also global. From [7], it
was shown that interpolation error is both reliable and effi-
cient in a wide variety of circumstances, and we assume that
to be the case for the class C. Thus we assume there exist
constants positive co and Cy such that

et = un | < Collu—ur]
collu—urll < flu—unls

collu—ul| < flu —

From this it follows that the a posteriori error estimate i
and interpolation error are comparable

C
ellu—wl << 2wl @

and we have the following simple theorem.

Theorem 1 Letu € C, u, € S a (quasi) best approximation,
and 1 an posteriori error estimate, Assume both 1 and |ju—
uj|| are reliable and efficient. Then the exact error |u— uy),
the interpolation error ||u — uy|| and the a posteriori error
estimate 1N all behave in the same fashion on any sequence
of refinement spaces. In particular, if any one of the three
converges at a given rate, the other two also converge at the
same rate.

Theorem 2 Suppose the a posteriori error estimate 1, and
local interpolation error satisfy

wlu—ulle < < u— )/ )

for some 0 < u < 1. We also assume for adaptive hp-
refinement schemes that both make the same choice between

h and p refinement for the same given element. Let {S} de-
note the sequence of subspaces generated by our reference
refinement procedure using interpolation error, and let {S‘ }
denote the sequence of subspaces generated by our refer-
ence refinement procedure using the a posteriori error esti-
mate 1. Then the sequence {S} converges at the same rate

as {S}.

Proof We begin by constructing a sequence of elements ¢
that are chosen for refinement. This list contains both the
original elements and all their descendants ordered accord-
ing to the selection order in creating the sequence of sub-
spaces {S}. Let tyqy be the first element chosen for refine-
ment, an element with largest interpolation error at any stage
of the refinement process. Next we construct a sequence of
bins { By} as follows: elements in ¢ € By satisfy

k k
W ot = g < Nt =gl < g1t = 1

fork=0,1,2.... We note the refinement process producing
the sequence {S} must refine in order all the elements in
By, before proceeding to bin By1. We replace ||u — uy|; by
n:, and construct {S} using the same refinement procedure.
Associated with {S}, we construct a similar set of bins { By}
corresponding to the refinement order used in creating the
{5‘} using the a posteriori error indicators 7;. From (5), a
given element ¢ € 3; must appear in B jfork—1<j<k+1.
Conversely, a given element 7 € B; must appear in B ; for
k—1<j<k+1

Let {S;} denote a subsequence of the {S}, with Sy de-
noting the space after the last element in bin B;_ has been
refined and before the first element in 3y, is refined. Sy is the
initial subspace before the first refinement. Let Dy denote
the dimension of the subspace Sy for k =0, 1,.... Let {S;}
denote the subsequence of subspaces corresponding to the
refinement process using a posteriori error indicators, and
{Dk} their corresponding dimensions. We note that Dy = Dy
and

Dy_1 <Dy < Djyyq
Dy_1 <Dy <Dy

for k > 1. It follows that

max(Dy1,Dp—1) < Dy <min(Dyy 1, Dyp1)
max (Dy_1,Di_1) < Dy < min(Dyy1,Dis1).

Thus although individual bins might be unusually large, un-
usually small, or even empty, size differences between Dy
and Dy are offset by compensating differences in nearby
bins, so the two sequences of subspaces grow in dimension
in roughly the same way.

We now consider the space Sy, 1. This space contains all
the refinement through bin B’k, and thus all the refinements
in B for 0 < j < k—1, and hence is some further refinement
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of &. Similarly Si.1 contains all the refinements in B ; for
0 < j <k—1, and hence is some further refinement of Sk.
Thus we see that as kK — oo the two sequences must behave
in a similar fashion and in particular exhibit the same rate of
convergence. a

Assumption (5) in Theorem 2 is the local analog of esti-
mate (4). Since both 1 and |u — u| are assumed to be both
reliable and efficient, the local lower bound assumption is
quite reasonable, and for example holds even if 7 is the ex-
act error ||u — uy||. On the other hand, the local upper bound
estimate in (5) will not generally hold for all choices of n
and in particular with 1] = ||u — uy|| due to possible pollution
effects. However, we show below that (5) does hold for the
choice of 1 used in Theorem 3 and our subsequent analysis
of some adaptive refinement strategies in Section 4.

As p — 0, Theorem 2 breaks down. For very small but
fixed u the bins By and B, will both tend to become very
large, with the potential effect that many elements in {S}
will be refined prematurely in comparison with the refer-
ence method. The sequence {3 } still converges at the same
asymptotic rate as {S}, although this behavior may not be-
come apparent until the error is very small, and the spaces
have very large dimension, perhaps so large that it cannot
be observed in practical calculations. For example, for suf-
ficiently small errors in a log —log plot of error as a func-
tion of degrees of freedom, the curves for {S} and {S} will
asymptotically have the same slope, but that for {S} will be
displaced to the right of the one for {S} by a large number
of degrees of freedom.

Finally, we note that our proof assumes all error indica-
tors are updated at every refinement step. In practice this is
not the case. Indeed, the typical scenario involves an adap-
tive feedback loop [1,20,21,23] of the form

solve — estimate — refine.

In the solve phase the approximate solution uy, is computed
on a given mesh. The a posteriori error estimate for this sub-
space is computed in the estimate phase. Then this estimate
is employed in the refine phase. Typical sets of refinement
rules allow for several elements to be refined during the re-
fine phase. Sometimes the refine phase itself is divided into
two parts

solve — estimate — mark — refine.

In the mark phase, some subset of the elements in the exist-
ing mesh are marked for refinement, and then that set is re-
fined during the refine phase. In either scenario, the process
is not as tightly controlled as in the case of the reference pro-
cedure. The solve and estimate phases are usually relatively
expensive, and one does not normally want to invoke them
on a sequence of subspaces growing by one refinement in
each feedback loop, or even a small number of refinements.
On the other hand, refining many elements before updating

the a posteriori error estimate can potentially degrade the
quality of the refined meshes in terms of the convergence of
|4 — up||- Thus one must seek a balance between the cost of
the components of the adaptive feedback loop and the qual-
ity of the subspaces that it produces.

We note that by Theorem 1, if the sequence of subspaces
{3 } generated by an adaptive feedback loop is optimally
convergent for any of ||u—uy||, ||u— u;||, or n, it is optimally
convergent for all. To analyze a particular adaptive feedback
loop strategy using Theorem 2, We develop the sequence
{5‘ } as follows. We implement the adaptive feedback loop
using interpolation error as the error indicator. In this setting,
much of the cost of the solve and estimate phases is avoided,
and the use of interpolation error allows one to focus on the
particular details of the refine (or mark/refine) phases. How-
ever, this feedback loop should follow exactly the refine (or
mark/refine) phases of the target application, and in partic-
ular only use information that is available to these phases
in the target application. The ordering of refined elements
in {S } should correspond to the ordering generated by the
adaptive feedback loop.

Theorem 3 Let {S } be a sequence of spaces generated by
an adaptive feedback loop using interpolation error as the
error indicator, with global error converging to zero. Then
there exists a related error indicator 1 such that the same
sequence {S’ } is generated by the reference refinement strat-
egy using M as the error indicator. In the case of hp adaptive
refinement, the choice between h and p for a given element
must be the same.

Proof To apply Theorem 2, the sequence {S} must be
viewed as a sequence of spaces resulting from the refine-
ment of a single element in the current space. However, each
refine (or mark/refine) phase of an adaptive feedback loop
might be responsible for generating many consecutive mem-
bers of the sequence, depending on how many elements are
refined during that particular loop. We now construct a new
(but related) error indicator 1 that generates the sequence
{S’ } by refining a single element in each step. At the begin-
ning of each refine (or mark/refine) phase, we find an ele-
ment t,,,, having the largest error in the current subspace,
and set 1, = |u— uslls,,.. For many adaptive feedback
loops, t,4. is the first element selected for refinement (or
marked for refinement). Using 1),,,., we define pseudo er-
ror indicators 1 as follows; all elements ¢ chosen for refine-
ment during this particular refine (or mark/refine) phase by
the underlying adaptive feedback loop are given the pseudo
error indicator 1; = 1);,,,.. A similar assignment process is
repeated for each adaptive feedback loop, resulting in a se-
quence {7, } corresponding to {S} that is monotonic non in-
creasing and constant on the set of elements selected for re-
finement during each refine (mark/refine) phase of the orig-
inal algorithm. Since {3 } is globally convergent to zero,
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any element that is never refined at any stage must have
|lu—uz|; = 0, and we assign 1, = 0 to such elements. Thus
every element at every step of the process has an error indi-
cator 1. The reference algorithm always selects an element
with the maximum error indicator for refinement at every
step. Thus applying the reference algorithm using the error
indicators 1 will generate the sequence {3 }, provided we
break ties in the obvious fashion. 0

In order to use Theorems 2 and 3 together in our analysis
of adaptive feedback loops, we must estimate the value of
u in (5) of Theorem 2 for the particular error indicator 7
developed in Theorem 3. Since by definition |u — u; |, < 7y,
the lower bound in (5) is satisfied for any 0 < u < 1. To
satisfy the upper bound, we choose L as

et — o

= min n[
(If ||u— uy ||, = M, = 0, we define their ratio to be 1.) In order
to make u large, a reasonable (and perhaps obvious) guide-
line for developing an effective strategy for an adaptive feed-
back loop is to avoid refining elements with errors substan-
tially smaller than the largest element error 1);,,,. in the space
at the beginning of that refine (or mark/refine) phase.

3 Example Reference Adaptive Procedures

In this section, we develop reference 4 and hp adaptive
schemes that exhibit optimal rates of convergence, using in-
terpolation error as the a posteriori error estimate. To define
the class C of functions to be addressed, we consider func-
tions u € H' (L) that are smooth except for a fixed number r
of isolated point singular points x;, 1 < k < r. where locally
u € H1*% (). We assume that each singular point x; is a ver-
tex in the initial mesh 7y, and that (1) is satisfied. The norm
used is the H! semi-norm |[u] = |u|;;1 = ||Vul|,. For sim-
plicity in these examples, we consider regular refinement of
2D triangular meshes, using the usual families of Lagrange
finite elements. Regular (red) h-refinement consists of refin-
ing a given element ¢ into four similar elements by pairwise
connecting its edge midpoints. Regular p-refinement con-
sists of increasing the polynomial degree of the element by
one.

3.1 h-refinement

We first consider / refinement using elements of fixed de-
gree p. Let E denote the set of elements with a vertex that
is also one of the r singular points. Note E is typically not a
static but evolves with the refinement process. Because the
mesh is shape regular, the number of elements in E at any
given time is bounded by some fixed constant M.

We assume for elements ¢ ¢ E, that u € HP*'(¢), and
that each refinement of such elements results in an optimal
error reduction with f; , =~ 277. For simplicity, we initially
assume f , = 277 and consider the case f; , ~ 277 later,
treating it as a perturbation.

For elements t € E, 1 > f;, > 277, depending on the
nature of the singularity. However, error in these elements
can be reduced by 277 by a fixed number of A-refinements,
depending on the the local smoothness of u and p.

We now estimate the number of refinement steps re-
quired to create a subsequence {e; } with y =277 satisfying

llexll <277 lex—1ll-

Initially, assume all elements ¢ ¢ E are refined only once.
Those ¢ € E for the starting mesh used for ¢;_; need to be
refined at most a fixed number of times to reduce their errors
by 277. Then

Ni < AN +3 (M, 1) (6)

for some constant y = x (M s r). Now suppose some elements
t ¢ E, are refined more than once; then in compensation
other elements in E (having smaller errors than those chosen
for refinement) are not refined at all in this phase, so (6) still
holds. The solution of the majorizing difference is

Ne=(No+x)4* — 1
so that

i~ 108((Ni+2)/(No+ %))
log4 '

This leads to the corresponding estimate

lex[ < ¥*lleoll
_ Nk""x logy/log4
M\ No+x

S<M+”)wﬂkm
~\M+x

Estimate (7) is asymptotically optimal. However, it suggests
that for large p and small N, optimal convergence rates will
not be observed during the initial stages of the adaptive re-
finement process. Indeed, we have empirically observed this
in numerical experiments [3]. For large p and small N in the
initial stages there might be insufficient elements available
to grade the mesh in an optimal fashion using regular re-
finement or other bisection schemes that control shape reg-
ularity. In the special case when u is smooth and r = 0, then
x = 0 and (7) reduces to

Nk 7p/2
w&g<%) leoll

lleoll (7
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As mentioned above, our assumption f3; , = 277 exactly for
h-refinement is only asymptotically correct. This could per-
turb our A-adaptive refinement scheme, especially at the be-
ginning when the elements are relatively large. Thus a more
reasonable bound for our /-refinement reference scheme is

Ni <4N (1464 +3%

for some 0 < € < 1. The introduction of the term (1 + &)
makes the solution of the majorizing difference equation
more complicated. The homogeneous solution is

k
Ne=4No [ J(1+€7) < p4*No
j=1

for some fixed constant p = p(g) = 1+ O(€). By a similar
calculation the particular solution is bounded by

pa—1)g,

so the overall rate of convergence is bounded by

N, +px *I’/2
el £ (S22 ) ™ feol ®

3.2 hp-refinement

We next consider hp-adaptive refinement. As in the case of
our A refinement algorithm, we select an element of max-
imum error for each refinement step. To decide between h
and p refinement, we consider the value of f3; . If element
t has local degree p and f3;;, ~ 277, then u is sufficiently
smooth locally, and we p-refine ¢; otherwise we employ reg-
ular A-refinement.

Refinement near point singularities is more complicated
in this setting. There may be singularities where u € H*(z)
but u ¢ H*+'(¢) for some k > 1. Then our hp-adaptive strat-
egy will use p-refinement up to local polynomials of degree
k — 1 and then switch to A-refinement. We have actually ob-
served this in practice. However, our worst case analysis be-
low is not delicate enough to take this effect into account,
resulting in overestimating the dimension growth, although
our bound on the convergence rate is still of optimal order.
Here we chose y such that ; , <y fort ¢ E, select a subse-
quence {e;} that satisfies

llexll < vllex—1;

and bound the number of degrees of freedom Dy necessary
to achieve this estimate. We assume the initial space Sy has
only piecewise linear polynomials.

We assume that elements are p-refined at most ¢ times in
moving from e;_ to ei. Initially, if the error in the elements
t ¢ E is distributed unevenly, then some elements might be
p-refined several times. However, due to our choice of 7,

once the error becomes more evenly distributed typically
such elements will be p-refined at most once in moving from
ei—1 to ex. The recurrence relation for the growth of degrees
of freedom is now more complicated because & and p re-
finements influence to number of elements and the number
of degrees of freedom in different ways. Thus we need recur-
rence relations for both N; and Dj. We note that the number
of elements N; changes only in response to h-refinement,
and thus is of the form

Nk SN](7] —|—Z(M7V)
from which it follows that
N, < Ny +k}(

To bound Dy, if an element of degree j is p-refined, at most
j+2 degrees of freedom are added to that element: j— 1
interior degrees of freedom and one degree of freedom for
each edge. In moving from ej_; to e, in the worst case, all
Ny elements are p-refined ¢ times to degree /k + 1, leading
to the bounding recurrence relation

Dy < Dy_1 +N(bk+2)¢ < Dy + (No+ky)(Ck+2)¢

The solution of the majorizing difference equation is

2K No+ x)0+2x Y ek?
Dy X?’ {( 0 X)Z %}
3N+ {+4)+ 2k

from which it follows that k = O(Di/ 3). This leads to an
estimate of the form

1/3
lexll < ae"P¢" Jleol].

1/2

In the special case r =0, y =0 and k = O(D,’"), and

1/2
lexl < ae™"Pk |eol].

These estimates are in agreement with the analysis of
Babuska and Guo [13].

3.3 Conforming Finite Element Spaces

We now address the problem of making the spaces cor-
responding to the e, conforming. Many of the usual h-
refinement schemes provide refinement rules that insure the
mesh remains conforming as well as controlling the shape
regularity of refined elements. In [5], rules for regular (red-
green) h refinement are given. For this scheme as well as
others, generally few additional refinements are needed to
insure a conforming triangulation; typically neighbor ele-
ments have errors of similar magnitude as those chosen for
refinement, and thus often would be chosen for refinement
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on the basis of their error if not chosen for refinement to
make the mesh conforming. In any event, by (1) such refine-
ments also contribute to achieving the overall error reduction
of .

For our example Ai-refinement scheme based on regular
refinement, a simple construction can be used to create a
conforming mesh without creating any additional degrees
of freedom. Here we focus on so-called transition elements,
i.e., those with hanging nodes along one or more of their
edges. For such an element, we begin by (virtually) refin-
ing it using regular refinement until all of the hanging nodes
become vertices of this local virtual triangulation. For each
hanging node (or hanging degree of freedom for p > 1) we
add its corresponding nodal basis function to the set of nodal
basis functions of the transition element. From this enlarged
set of basis functions, it is easy to construct a local nodal ba-
sis for each transition element that yields a global conform-
ing space. Since the additional basis functions correspond
to hanging degrees of freedom on edges, there is no net
increase in the global number of degrees of freedom. Fur-
thermore, since the local subspace for a transition element
contains all polynomials of degree p plus certain piecewise
polynomials on its edges, its basic approximation proper-
ties are not impaired. We note that this construction can be
applied to any individual space S with nonconforming inter-
polant u;, producing a conforming interpolant ;. However,
we return to u; and S before continuing with the next refine-
ment step.

hp refinement schemes also have rules for making the
finite element spaces conforming with respect to p. In [4]
transition elements of lower degree have degrees of freedom
on its edges that correspond to its higher degree neighbors.
The construction is somewhat analogous to that described
above. One begins with the original space of polynomials of
degree p and then adds certain special higher degree poly-
nomials along transition edges. From this enlarged basis set,
one constructs a nodal basis that is globally conforming. As
before, since the new local basis functions correspond to ex-
isting degrees of freedom along transition edges, there is no
net increase in the global number of degrees of freedom.
As in the case with h-refinement, this construction may be
applied at any step to produce a conforming interpolant i,
but we return to the nonconforming space S to continue the
adaptive process.

4 Example Feedback Loops

We consider the class of functions C defined above and
study the behavior of several popular adaptive feedback loop
strategies using Theorems 2-3. For simplicity, we assume
just one singularity with u € H!*%(¢) with 0 < o < 1 for
those elements ¢ having the singular point as one of its ver-

tices. Local interpolation error is used for the a posteriori
error estimate.

Perhaps the most classical strategy for h-adaptivity is to
mark for refinement all elements whose error indicator ex-
ceeds some threshold, for example

N > 0Ny,

where 0 < 6 < 1 and 1, is the largest error indicator in
the current mesh. This strategy will certainly produce an op-
timal rate of convergence if 0 is sufficiently close to one, as
0 can be used to control the size of i in (5) of Theorem 2.

A potential difficulty with this scheme arises from the
wide range of values for f3;, that varies from (approxi-
mately) 277 in regions where the solution is smooth to (ap-
proximately) 2~% at the singular point. To reduce the error
by 277 in smooth regions typically requires just one regular
refinement, while it requires (approximately) p/a regular
refinements at the singular point.

Let us consider the behavior of the method in terms of
reducing the global error by 277. Initially, suppose the cur-
rent mesh is roughly equilibrated, that is all elements have
approximately the same error. Then all or most elements will
be selected for refinement in the first feedback loop using
even a very large value for 8. The error in elements in the
smooth region would decrease by about 277 and those at the
singularity by only 2~%. This suggests that for the second
feedback loop only a few elements near the singularity will
be marked for refinement, and the dimension of the finite
element subspace will grow by only a small amount.

In the general setting, to reduce the error globally by
277, one will likely require p/a or more feedback loops.
Within those p/a loops, very smooth elements typically will
be refined at most once, while those near the singularity will
be refined multiple times. Since the set of elements near the
singularity is typically a very small fraction of the total num-
ber of elements, this implies that many of the p/ o feedback
loops will produce only a small increase in subspace dimen-
sion. This in turn creates extra costs for the solve and esti-
mate phases of the feedback loop.

This slow growth cannot be effectively addressed by
choosing a smaller value for 6. Such a strategy will likely
increase the rate of growth in subspace dimension, but this
will reduce the size of  and many of the marked elements
would be unnecessarily refined. In the extreme case 0 ~ 0,
the result would be (nearly) uniform refinement, and its cor-
responding convergence factor of 27,

Another common marking scheme is Dorfler marking
[8]. In this scheme a set M of marked elements is selected
such that

2 2.2
> ot =6’
teM

for some 0 < 6 < 1. Typically the elements chosen for M
have the largest (or have among the largest) values of 7;.
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Like the previous scheme the marking parameter 6 can be
used to control the size of u in (5), resulting in optimal con-
vergence for 0 sufficiently small. There are several proofs of
optimality for this method [8,11,10,22,20,21,14,15] under
a variety of conditions.

As with the previous marking strategy, a main issue is
the wide variation in f3; ;. As before in the general set-
ting, to reduce the error by 277, it will take p/« refine-
ment steps near the singular point and typically one refine-
ment in the smooth regions; as before we will likely need at
least p/a adaptive feedback loops. Elements at the singu-
larity will likely be refined in every adaptive feedback loop,
while those in smooth regions will be refined at most a few
times during this sequence of loops. Once again one can ex-
pect overall slow growth in subspace dimension, especially
for large values of p/a, and its corresponding adverse im-
pact on the solve and estimate phases. We have observed
this slow growth in practice in numerical experiments [3].
Similar to the previous case, increasing the size of M by
increasing 0 has the potential drawback of refining many
unnecessary elements and allowing the rate of convergence
to become suboptimal. (Choosing 6 ~ 1 will cause almost
uniform refinement on every feedback loop.)

One possible way to address this slow-growth issue is to
allow multiple refinements of a given element during each
feedback loop. This is the basis of the strategy implemented
in the PLT MG software package [2]. The error indicators 1,
are based on an interpolation error formula of the form

u—u; = Z]—}(&”Hu)y/j ©)]

J

for the interpolation error on a triangle ¢, where the y; form
a basis for the space of polynomials of degree p + 1 that
are zero at all nodes of S on ¢ and the coefficient func-
tions F; depend in an explicitly known and computationally
accessible way on potentially all derivatives of u of order
p+ 1, generically denoted d”*!u. Piecewise constant ap-
proximations of these derivatives can be extracted from sev-
eral a posteriori error estimates and superconvergent deriva-
tive recovery schemes [6]. In this case, our superconvergent
derivative recovery scheme is applied to the interpolant u; as
a proxy for the finite element solution. One then computes
1, by computing the relevant norm of this approximation.
One immediate problem with this approach is that (9)
holds only in smooth regions. Since extracting the deriva-
tive approximations is an algebraic process, it produces ap-
proximate derivatives whether or not they actually exist. In
PLTMG, we compare an a posteriori error estimate based
on interpolation error and the original a posteriori error es-
timate from which the derivatives were extracted. We then
scale the extracted piecewise constant derivatives such that
these two estimates are equal. In regions where u is smooth
these scaling factors are approximately one, but they can be-

come very large near singular points. This latter point plays
an important role in our hp-adaptive procedure. Estimate (5)
holds in smooth regions, and using the rescaled derivatives,
also should hold near the singularity, provided both the orig-
inal a posteriori estimate and interpolation error are both re-
liable and efficient.

The h-refinement scheme is similar to the reference
scheme in that the element with largest error estimate is
chosen for refinement. It is removed from the heap and its
child elements are added to the heap, making them avail-
able for further refinement. The error estimates for the child
elements are computed using the piecewise constant deriva-
tive approximations from their parent; all other information
needed for (9) and 1, is taken from the element itself. The
refine phase terminates when either of two conditions is sat-
isfied. The first condition allows for rapid growth in sub-
space dimension; in particular, the current refine phase is
terminated when the subspace dimension N}, satisfies

Ny ~ min(4Ng_1,Nirer) (10)

where N;_; is the subspace dimension at the beginning of
the current refine phase, and N, is a target value for the
largest allowable subspace dimension provided by the user.
The factor 4 references subspace dimension growth for 2D
triangulations under uniform regular refinement. In this ab-
stract setting N, = o and (10) simplifies. The second con-
dition terminates the refine phase if the current largest error
estimate 1), satisfies

N < 0MNave (11)

for 0 < 6 < 1, where 7y, is the average value of 7, at the
beginning of the current refine phase.

This approach is only partially successful at resolving
the dimension growth issue for adaptive feedback loops.
This stems from the fact that children inherit derivative in-
formation from their parent. While the error related to the
adaptive process decreases according to (9), the error in
the approximate derivative calculation remains static, at the
level of the original ancestor at the beginning of the cur-
rent refine phase. Eventually this becomes the dominant er-
ror in the calculated 7, and results in violation of (5). In
practice, this scheme tends to make a uniform refinement
of the original ancestor element, since all descendant ele-
ments use the same constant values for their derivatives in
(9). When p/o is not too large, this is is good enough and
allows large increases in subspace dimension while main-
taining optimal convergence behavior. However, for large
values of p/a the uniform refinement of the original an-
cestor elements p/a times would introduce many unneces-
sary elements, and cause degradation of the rate of conver-
gence; hence the need for the second exit criteria, resulting
in slower growth in subspace dimension with increasing p.
To understand the impact of (11), we note that 1), decreases
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more rapidly with increasing p in smooth regions (as 277).
The 7, also (artificially) decrease faster at the singularities as
well, because the recovered derivatives, although large and
inaccurate, are still fixed and finite and thus behave as in the
smooth case in terms of their impact on the computed 1;.
Overall the increasingly rapid decrease in the 7, allows (11)
to force the refine phase to exit sooner as p increases.

In summary, this scheme has proved to be very effective
for h-refinement for the case p = 1, allowing for relatively
rapid dimension increase while maintaining optimal conver-
gence. It becomes progressively less effective with increas-
ing p, forcing slower growth in subspace dimension in order
to retain optimal convergence behavior.

Finally, we consider the hp-adaptive feedback loop im-
plemented in PLTMG. Our hp adaptive procedure is just
a small extension of the h-adaptive procedure in PLTMG.
When an element is p-refined, it is removed form the heap
and is ineligible for further refinement in the current re-
fine phase. The practical reason for this is that inheriting
derivatives of order p + 1 from a parent is not useful for p-
refinement because derivatives of order p 42 are needed for
(9) when an element of degree p is refined, and we currently
have no inexpensive and accurate procedure for providing
this information. On a positive note, based on our discus-
sion of the reference hp procedure, we expect that one p-
refinement per feedback loop should usually be adequate for
elements in smooth regions. We note that elements can still
be h-refined multiple times as in the k-adaptive algorithm.

The decision to & refine or p refine the element with
largest error indicator involves two criteria. First, the con-
stant used to scale the extracted derivatives in ¢ must be
smaller than @ = 2 as a necessary condition for p refine-
ment. Second, we require

(Znt2)1/2 < (;)P

[Vun]

where the terms on the left hand side are evaluated at the be-
ginning of the current refine phase. This reflects the empir-
ical observation that our derivative recovery is often not ac-
curate enough on very coarse meshes, and therefore the scal-
ing factors should not be trusted. If both criteria are satisfied,
we choose p-refinement; otherwise we choose /-refinement.
The two exit criteria used in the A-refinement algorithm are
also used here. It is unlikely that our process for selecting
h or p refinement always make the same choice as our ref-
erence procedure, although both criteria are motivated by
the same considerations. Thus the assumption of Theorem
2 with respect to hp refinement is not likely to be satis-
fied. Nonetheless, empirical comparison with the reference
hp procedure has proved to be quite valuable in improving
our hp refinement procedure. See [3] for some details. An-
other experimental approach to study Ap adaptive methods
is given by Mitchell [18, 16,19, 17].

5 A Numerical Example

In this section we provide an illustration of our theoreti-
cal results in a computational setting. These experiments
were done using a modified version of the software pack-
age PLTMG [2]. A more comprehensive set of experiments,
encompassing several classes of functions is given in [3].
We consider the case of a solution u € H!*% having a sin-
gle point singularity at the origin. We consider the case of
the unit circle 2 with a crack along the positive x axis
(see Figure 1, left). We choose as an example function
u=r'/*sin(6/4) € H>/*~¢. This function solves the elliptic
partial differential equation

—Au=0 in Q
u=r"*sin(6/4) on 9
u, =0 on 0.

The boundary d£2; is the bottom edge of the crack, and
dQ; = QR \ ;. The initial mesh of eight elements and
the solution are shown in Figure 1.

Fig. 1 The domain  (left), the initial mesh (center), and the solution
u=r'/4sin(0/4) (right).

In these experiments the target number of degrees of
freedom was N = 250K. PLT MG is based on the usual fam-
ily of triangular Lagrange elements (isoparametric versions
as needed). The basic h-refinement procedures is a relaxed
version of longest edge bisection. The basic p-refinement
procedure is to increase the polynomial degree by one. Since
PLTMG is typically employed to solve PDEs on conform-
ing meshes, the refinement procedures include strategies that
control the shape regularity of the elements and that insure
the subspaces remain conforming in both 4 and p. Addi-
tional details are given in [2].

Our reference refinement procedure is much the same as
that described in Section 4. However, there are a few con-
cessions made due to numerical considerations.

i. The maximum polynomial degree allowed in PLTMG is
nine. This is due to limits on the family of quadrature
rules employed by the package.

ii. Proposed h-refinements are evaluated in terms of round-
off error, and extremely small elements are disallowed.
Elements having vertex locations that agree to almost the
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machine precision become problematic, e.g. the usual
affine mapping to the reference element becomes degen-
erate due to catastrophic cancellation.

iii. We incorporated a pseudo feedback loop, where
the reference procedure reported data for N; =
min(4N,_1,250000). This provides data needed for
graphics routines, as well as a benchmark for the com-
parison refinement procedures.

For our choice N = 250K, items (i) and (ii) did not have
significant impact on the presented results.

For the reference procedure, we made four experiments:
h-refinement for fixed p = 1,2,4 and hp-refinement. The re-
sulting convergence curves are shown in Figure 2, where
we display log(||V(«—uy)|/||Vul|) vs logN. As reported be-
low, all four experiments result in optimal asymptotic con-
vergence rates. Of particular interest is the “flat” portion of
the convergence history for h-refinement for p =4 and to a
lesser extent p = 2. This behavior is predicted by our analy-
sis in Section 3, Equation (7). This suggests that for low ac-
curacy requirements, low order A-refinement might be pre-
ferred to higher order h-refinement methods.

Fig. 2 reference procedure. The black curve is for 2p refinement and
the red, blue and green curves are for / refinement for p = 1,2,4 re-
spectively. The x-axis is log N and the y-axis is log(||V (u—u;)||/||Vul)-

For the comparison adaptive feedback loops, we studied
the PLTMG scheme for both % and hp-refinement, and the
Dorfler marking scheme with 8 = .5 for h-refinement. While

the reference scheme used interpolation errors exclusively,
both the PLT MG and marking schemes use the interpolant
uy to compute recovered derivatives as in (9), and these er-
ror estimates were used in their respective adaptive feedback
loops. In terms of refinement, in addition to the rules dis-
cussed in Section 4 both schemes were subject to the practi-
cal constraints for p and 4 refinement mentioned above for
the reference scheme. In all cases the refined meshes were
conforming in both & and p. The results of the four experi-
ments are given in Figure 3.

In the tables, several numbers are reported. Digits =
—log(||V(u—uy)||/||Vul|), and Loops is the number of adap-
tive feedback loops used to reach the target of 250K degrees
of freedom. For the A-refinement experiments, Order is a
least squares estimate of the the coefficient b in the con-
vergence rate estimate aN—?/2. For the hp-refinement ex-
periment, Exp is a (nonlinear) least squares estimate to the
exponent ¢ in the convergence rate estimate ae ?N*.

From the data, it appears all methods converged at
asymptotically optimal rates. The convergence curves gen-
erally track the target reference feedback loop. The PLTMG
and marking schemes do depart a bit from the reference
scheme, especially for smaller values of N. This is due in
part to the effect of the a posteriori error estimate. Since
u € H3*7€ it is not smooth enough to satisfy the assump-
tions underlying (9). In the initial mesh all eight elements
have a vertex at the origin, and as a result we expect the a
posteriori error estimates based on (9) to be poor. After the
mesh has been sufficiently refined, almost all the elements
do not include the origin as a vertex, u is now sufficiently
smooth in most of the elements, and the curves track the
reference scheme more closely. The departure from the ref-
erence curve for h-refinement becomes larger as p increases,
partly due to the stronger regularity needed to justify the a
posteriori error estimate, and partly because there are more
degrees of freedom associated with each element. For p =1
a mesh with N degrees of freedom contains 7 elements; for
p > 1, N degrees of freedom corresponds to a mesh with ap-
proximately T /p* elements. The PLTMG strategy departs
from the reference curve somewhat more than the marking
scheme; this is likely because the PLTMG allows a given
element to be h-refined multiple times in a single feedback
loop. With increasing p, the marking scheme takes increas-
ingly many feedback loops to reach N = 250K degrees of
freedom, as predicted by our analysis. Also as predicted,
the PLTMG scheme takes fewer loops than the marking
scheme, but the number of loops required also increases with

D
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