A POSTERIORI ERROR ESTIMATES FOR THE STOKES PROBLEM
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Abstract. We derive and analyze an a posteriori error estimate for the mini-element discretiza-
tion of the Stokes equations. The estimate is based on the solution of a local Stokes problem in each
element of the finite element mesh, using spaces of quadratic bump functions for both velocity and
pressure errors. This results in solving a 9 X 9 system which reduces to two 3 X 3 systems easily
invertible. Comparisons with other estimates based on a Petrov-Galerkin solution are used in our
analysis, which shows that it provides a reasonable approximation of the actual discretization error.
Numerical experiments clearly show the efficiency of such an estimate in the solution of self adaptive
mesh refinement procedures.
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1. Introduction. The need for accurate solutions of large scale problems (in
particular) in Computational Fluid Dynamics has made the use of adaptive, auto-
matic re-meshing very attractive for finite element computations of approximations
to solution of partial differential equations [2]. A posteriori error estimates/estimators
were introduced in order to provide an information about the local and global quality
of the computed finite element solution. They allow the automatic determination of
the zones in the mesh which require some refinement or unrefinement.

In this paper we present and analyze an error estimate for the Stokes problem
[13], which plays a center role in the solution of more complicated problems arising
in particular in Computational Fluid Dynamics [12] [18] [13] [15] [14].

In section 2, we introduce the equations and the notations used. These equations
were solved using a two-level iterative scheme applied to a mini-element discretization
of the corresponding variational formulation [6].

Numerous a priori and a posteriori error estimates for elliptic problems [3], for
indefinite problems like the Stokes equations [16] or more general problems [2] have
already been derived. In particular our new estimate can be viewed as a simplifi-
cation of the one presented in [16]. Because a direct analysis of this estimate was
quite difficult, we compared the mini-element formulation [1] [7] [8] with the method
proposed by T.J.R.Hughes et al. [10] for solving the Stokes problem, and performed
our analysis on the Petrov-Galerkin scheme.

Section 3 contains a presentation of the error estimate, which is based on the
solution of a local Stokes problem in each element. This estimate is shown to be both
a global upper and lower bound of the discretization error, by comparing it to an
estimate derived from the Petrov-Galerkin approach.
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In section 4, we test this estimate on several classical problems and demonstrate
its efficiency in grid adaptation.

2. The Stokes Equations. In this section we consider a mixed finite element
approximation of the following Stokes equations [9]:

Find u (velocity field, 2 components) € (H!(£2))? (the usual Sobolev space) and
p (pressure field) € £2(£2) (the usual Lebesgue space) such that

—vAu+Vp = f inQ
(2.1) Vu = 0 in Q
u = g ondf)

in a bounded domain Q C R? . The function f is a smooth function on R?, g is
piecewise linear and satisfies the compatibility condition |, 90 9 nds = 0. Furthermore
Jop dQ is assumed to be 0. The constant v is a viscosity parameter.

We define the spaces

(2.2) Hy(Q) ={u e (H'(Q)? u=gondQ}
(23) £30) = (pe @), [ pan =0}
Q

(2.4) Hy =M, (Q) x L)
and the two bilinear forms
(2.5) a(u,v) = 1// VuVodQ  u,v € (H'(Q))?

Q
(2.6) bu, p) = — / pVad?  we (HY(Q)2p e L2(Q)

Q
(-,-) will denote the £2 inner product associated with the norm || - ||. We define the

energy norm |[|(-,-)[[| by
1
(2.7) 11, p)I]* :a(u,U)+;||p||2 ueH' pe L’

Then a classical variational formulation of the system of equations (2.1) reads
Find (u,p) € Hy such that

(2.8) { a(w,v) +b(v,p) = (f,v) e (HYQ))?
b(u,q) = 0 qeLf3(Q)
It satisfies the following “inf-sup” condition:
(29) lnf sup M Z 11 > 0
peLAQ)  we @iy IVullel
p#0 u#0

which guarantees existence and uniqueness of a solution (u, p) of (2.8) (or (2.1)).
Let 7 be a triangulation of € such that any two triangles in 7 share at most a
vertex or an edge. For 7 € T let h; be the diameter of 7 and E. the set of (three)
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edges on 0. Let h = max hr. The set F contains all interior edges and for e €
TE

we denote by h the length of e. We suppose also that the triangulation 7 satisfies
a minimal angle condition, i.e. the smallest angle in triangle 7 € 7 is bounded away
from zero by some constant independent of h. This is equivalent to

(2.10) h;l min h, > C7; >0 and h;l maxh. <Cy T€T
eckb, ecE,

Furthermore, for I' = e, F, or some subset of E, we define the inner product and
associated norm

(u,v)r :/uvds :Z uvds
r

ecn v €

lulle = ((u,u)r) /2

Let C° be the space of continuous functions over 7. Let ¥; = 1;(7),i = 1,3 be
the barycentric coordinates (linear nodal basis functions) in the triangle 7. In order
to facilitate the introduction of local function spaces and inner products we will need
in our analysis, we consider the following spaces of piecewise H' functions

(2.11) Hr = [[ H'(7) = {u,u), € H (7),7 € T}
TeT

and the spaces

(2.12) L= H L, = H span{i;(1),1 <i<3,7€T}
TET TET

(2.13) K= ][ k- =[] span{vi(m)e;(r), 1 <i<j<3,7€T}
T€T T€T

(2.14) B =[] B- = [ span{vs(r)ia(r)es(r), 7 € T}
TET TeT

(2.15) X=HrnLnC"

(2.16) X = (X ©B)?

(2.17) y=L2ncLnce

andset @, =L, K, forT €T and Q = HTeT Q.. L is the space of piecewise linear
functions and Q the space of piecewise quadratic functions on 7. The elements of B
are referred to as bubble functions.

For w,v € (H7)? and p € £3 the forms a(,-) and b(-,-) are interpreted as

(2.18) a(u,v) = Z a(u,v), =v Z VuVwvdr

TeT TeT T
(2.19) blu,p) =D blu.p)r=— [ pV udr
TeT TeT T

Note that since X and ) are contained in £2 the £%-inner product on X and )
is the usual £2-inner product.
Problem (2.8) can be solved using a good choice of spaces for u and p.

3



For example, the mini-element discretization [1] of the system (2.1) is given by:
Find (up,pn) € Xy x Y such that

(2.20) {Z((Z:;’)) +bwp) = (()f,v)

for all (v,q) € Ay x V.
This formulation also satisfies an inequality of the type (2.9) [9],

a(u,v) + b(u, q) + b(v,p)

ey b g exxy  MuwnlHiear ="
(u,p) # 0 (v,9) # 0

for a constant p1 > 0 which is independent of the mesh size h (both constants p;
in (2.21) and (2.9) are denoted with the same symbol since no confusion can arise).
This condition implies the unique solvability of the system (2.20).

The decomposition u, = wp; + wpp, with up; € (LN C%)? and upy € 532, is
unique. A static condensation of the bubble unknowns uy yields, for v € & and

qey:

a’(uh,hv) + b(v7ph) 1 = (f,'U) 1
(2.22 N -
b(un.1,q) > 3600071/(%;“%)7 > GOUTV(f,wb)TVq
TeT €T
Here o, = i(Vi/}b(T), Vp(7))r (7| represents the area of the triangle 7) and

7|
Uy(7) = 1 (7)2(7)h3(7) in triangle 7 (bubble function). o, is of order O(h;2) in
the sense that there exist two positive constants C3 and C4 depending on the minimal
angle in the triangulation such that

C3h? <o ' <Cyh?

Using elementwise integration by parts on (2.22), a simple calculation yields, for
(u, p) solution of the system (2.1) and (v,p) in Hy x Hy x L2

ol = g, 0) +bp =) = (o) =l A )
2.23) (o= pimfolhe + o | ol

bu—uni,q) = (89

where the vector n = (ny,ny) is the unit normal to a triangle, and average values
([]a) and jump ([-];) of a function v across an edge e are defined edgewise by:
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(vin + Uout)

N|—=

[v]a =
and

[U]J = Vout — Vin

Here 7;,, denotes the current triangle. The quantities r and s are the residuals of
(2.1) defined as

2.24 T o
(2.24) .~ Vew,
The velocity term does not appear explicitly in the residual r since Auy; = 0.

However, an integration by part of (r,v) yields :

(r,v) = Z (r,v),
T€T

(2.25) = (f,v) = a(un1,v) = b(v,pr) = (v [8;‘;;’1}4 —pun (o))

~ (| %] ol

which is the computational form we will use in the following.
Note also that since the computed pressure is continuous, no jump of the quantity
p — pp, appears in (2.23).

A classical development of an a posteriori error estimate for this system is difficult,
mainly because the mini-element discretization is not a member of a sequence of
discretizations of varying degrees of approximation.

However, we can take advantage of the similarity between the mini-element formu-
lation and the Petrov-Galerkin method of T. J. R. Hughes et al [10] using continuous
piecewise linear interpolation for both pressure and velocity terms. Let G = £ N C°
or @NCY and (ug,pc) = (ur,pr) when G = LNCY and (ug,ps) = (ug, pg) when
G = 9NCO. Then the Petrov-Galerkin formulation reads:

a(ug,v) + b(v, pc) = (f,v) veG?
1
b(ug,q) = ) s ((Vpg, Va)r — v(Aug, Vq)),
(2.26) T;_ 36000, v
1
Z—Zm(ﬁmﬁr qeG
TET

It is well known that the use of either piecewise linear or piecewise quadratic ve-
locity and pressure terms yields a stable formulation, provided that the coefficient
(36000, )71 is small enough. We now show that the matrix of the resulting system is
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non singular (equivalent to the fact that the formulation satisfies an inf-sup condition).
To see this we will need the following lemma:

LEMMA 2.1.

For 7 €T |Au|? < 21600, ||Vu|? < 1944 - 10°02||u|?  w € O,

Also  ||[V(Vu)||; < 2160V150.|ul, ue K,

Proof. Let {1,2,3} be a numbering of the vertices in the triangle 7 and let 6; be

the angle at vertex 4,1 < ¢ < 3. We have Q, = span{l, s, V3, 410119, 41hab3, 41p31)1 }.
So let

U = Uy + Ut + uzhz + dupaths + dugptPzipr + dusprPi)a

and set x' = (ug, us3, u1p, usp, uzp). Define the 5 x 5 matrices

0 0 A B
M_<O D> and N—(Bt C’)
where the 2 X 2 matrix A, the 2 x 3 matrix B and the 3 x 3 matrices C' and D are
respectively defined by

A= 1 c1+c3 —C1 B— _2 —c3 C1+c3 —C1
2 —c1 c1+c2 3\ —¢2 —c1  cte

c —c3 —c c
4 3 2 28800 ! t
C:§ —c3 ¢ —C D=——1 ¢ ( c1 ¢y C3 )
c
—C2 —C1 & C3

Here ¢; = cotg(#;) (1 < i < 3) and ¢ = ¢1 + ¢2 + ¢3. Note also that ¢ = 1800,|7|.
Since

|Au||? = Mz and |Vu|? = z'Nx
we have the inequality
1Aull? < Mo || Vul?

with A being the largest (positive) root of det(g—lfM — AN) = 0. The matrix M is
positive semi definite and of rank 1 and N is positive definite, so that this equation
has root 0 of multiplicity 4 and a positive root, which is A\;. A direct calculation
(add the last three rows in the determinant) shows that A\; = 2160, i.e. this value is

independent of the geometry of the triangle 7.
We have also Q, = span{i1, Y2, Vs, 40199, 40213, 4391 }. So let

u = u1P1 + ugts + usths + durpthaths + dugptsipr + duspprhe
and set y' = (u1,ug, us, uip, Uzp, Usp). Now we have

lull? = y*Sy and |[Vu|? =y'N'y
6



where

30 15 15 12 24 24

15 30 15 24 12 24
S_ﬂ 15 15 30 24 24 12 N,_(a
180 | 12 24 24 32 16 16 z

24 12 24 16 32 16

24 24 12 16 16 32

=
~——

1
and o = 2 ; 03, 2t = 6(—363, —3cq, —4(ca + ¢3),4cs,4ce). The matrix S is positive

definite while N’ is now positive semi-definite, which implies that the maximal eigen-
value of N’ is smaller than the trace Tr(N') of N’. Thus

y'N'y <Tr(N')y'y =5cy'y

31 — /901
Since the minimal eigenvalue of S is A = TM ~ 1.093 - 1072|7| > 1072|7|,
we get:
y'N'y < %yté‘y =9-10"0,y'Sy

which was to be shown.
Finally, for u € K;, let u = 4uipt2tps + dugptPsihr + duspipre. Then, in the
two-dimensional plane (z,y):

2 _ 2 2 2

3 3
= 32|7] (2(2 winthittaWiran)’ + 200 winthiv1yPiray)’

=1 i=1

3
+O uin(ip1.0Pigay + ¢i+1,y¢i+2,x))2>

i=1

3
< 192|T|§: up Vi |2 [ Vipiyal?
=1

3
< 768-90°|r|02> " ul
=1
<192 - 907 - 4502 ||u)|?

where the indices x,y, zx, zy and yy denote partial derivatives, and the indices i 4+ 1
and i + 2 represent the modulo 3 values of ¢ + 1 and ¢ + 2 in the set {1,2,3}. O
These inequalities also apply to u € QF (or u € K¥), & > 1, by simply adding
the results on each component.
Let

S={(u,p) € (@NC°)3 u=g on 89,/ pdQ =0}
Q
Introducing the (nonsymmetric) bilinear form

B((u,p), (’U, q)) = a(u’ v) +b(vvp) - b(u> q) + Z 3600% ((vPv vq)T - V(Auv vq)T)
TET T

7



and the semi-norm || - || defined by
1
2 _ 2 2
wsp2 = VIVl + 3 g9l

we have then

THEOREM 2.2. For (u,p) € Q x Q x Q we have

B((u,p), (u,p)) > wl|(w,p)||?

Proof. 1t is similar to the proof of the coercivity of the very same bilinear form
in [8] for a special choice of the stability constant (36000,)~! for 7 € T. A direct
application of Lemma 2.1 yields

B((w,p), (u,p)) = a(u,u) + Z (IVpll7 = v(Au, Vp),)

3600 v

> a(u,u) + Z W (IVpl1? = vv/21600-||Vull,|Vp|-)
TET T

\/g 2 1 2
1— X2 -
(=55 (A9 + X2 g 100l

\[
2V/5

and the theorem holds with w = 1 —0.54/0.6 ~ 0.612. Then, since the semi-norm is a
norm on subspaces of @ x @ x @ (like K x IC x K) the form B(-,-) is positive definite
on these same subspaces (and in particular on K x I x ). O

(2.27) = (1= —=)l(u,p)ll2

Note that ||| - ||| and || - ||« define two norms on K x K x K which are equivalent,
ie.

BillCw, p)lls < [l[(w, p)II] < Ball(w, )l (u,p) € KX KX K

for some positive constants 51 and (3. The first inequality results from a direct
application of Lemma 2.1, and is more generally valid on Q x Q x Q (5, = 25),
while the second one is a consequence of the minimal angle condition expressed by
the inequality

(2.28) Ixll- < for x € K,

\/7

It is true in particular in I x IC x K (but not all of @ x Q x Q). As an indication,
¢5 < 2 when the minimal angle in the triangulation is greater than 1 degree, which
gives B3 < 120 (c; < 0.4 for a minimal angle greater than 5 degrees, or s < 24).

Another important case where the semi-norms are equivalent is the following

LEMMA 2.3. Let (u,p) € Q x @ x Q such that

a(u,v) +b(v,p) =0 allvelxL
8



Then there exist two positive constants B3 and B4 such that

Ball(w, p)ll+ < [l[(w, p)I[| < Ball(w, )|«

Proof. Our proof is based on the duality argument given in [7].
Consider the dual problem

—Aw+Vp = 0 in{
V-w = p inQ
w = 0 on Of)

so that the regularity inequality
IVwl| + llpll < csllpll
holds. We have then
Pl = (0, V- w) = (. V- 0) + (1. V- (w = v))

where v is the linear interpolator of w at the vertices of the triangulation so that

C
Hw - U”T <

7

and
[Voll- < [[Vwl; + [|[V(v —w)l- < cs]|Vw;

for all triangles 7 ( o, = O(h;2)).
Integrating the second term by parts and using the hypothesis on (u,p) for the
first term, we get

Ipl* = a(u,v) = (Vp,w — v)

<[Vl [[Voll + D Vol lw - o]
TET

1
<wes|Vul [Vl +c7 >
T€T V Tr

a2}
pl?
< ves | V| [Vl + cr|[ Vo] (Z J)

TET T

IVpll+ [[Vewl|;

AN
DPll+
< vees|| V| Ip] + cocr (Z ol )

TET T

so that

1/2
Z | C10||2
< \V4 + LI L
Hp” = Z/CGCgH u|| CgCr (

TET T
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Consequently

_ Vp 9
v Ipl? < 23R0||Vul? + 222> I ||
TET
and finally
l(aw, I < Bl )
Conversely

2 < 2 2 _ —9 2
TZ sa00s- 191 < 25 2 Il = 251

which implies

IVpll?

1
2 — \v4 2
I =¥l + 3 g

< v|[Vul? +25”p”

< 25| (u, p)||?
Note that the second part of the proof remains valid for any (u,p) € @ x Q x Q. O

In order to show the next result (continuity property) on the bilinear form B, we
shall use the inequality

IV ul2 <2 Val?  weHrxHr

LEMMA 2.4.

(2:29) |B((w, p), (v,q))| < 27||[(w, p) ||| || (v, 2)]l]
for all (u,p) and (v, q) in Q3.

Proof. A straightforward calculation leads to

[B((u,p), (v, 9)| < v|[Val| [Vol + [lp[ IV - ol + llgll |V - ]l
Z IVel-lVall- Z [Aull-[[Vall-
36000, v 36000,
< VIIVUII Vol + fIIVUII llgll +v2[[ Vo] (||

25
+— S el gl + V15> [Val- llqll-

TET TET
< v|Vul Vol + V2[[Vul gl + V2] Vo] |pl

25
+—llpll llall + V15Vl [l

_ 1/2 _ 1/2
(180 V) + 270 Y [p]|2) 2 (20| Vo) + 270 Yl )
2

Tl[1C, )10, |
10
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The mini-element form after static condensation (2.22) and the Petrov-Galerkin
form using piecewise linear velocities and pressure (G = £ in (2.26)) are nearly identi-
cal: the stiffness matrices are identical and the right-hand sides differ by only a small
quantity since

60(1,1/}5)7. = |T|
so that
[(f,V)r —60(f,¢w)-Val = |(f — F, (1 —60¢3)Vq),|
< coh, [V £l Vqll-

where f is the mean value of f in triangle 7 and ¢y is a constant independent of 7.
Consequently, we have

THEOREM 2.5.

Cloh2

N

V7l

Il(wr, pr) = (unp pa)lll <

Proof. By Theorem 2.2 we have

wll(ur,pr) = (wni,pn)|12 < B((ur,pr) — (g, pr), (wr,pr) — (Wni,pn))
_ Z ((f,V(pL —pn))r —60(f, VsV (pL — Pn))r)

= 36000 v
Co h.,-
< . — .
< 5515 2 52 IV =)

Co/ C4h2 Z 1
IVl IV (o = pa)ll-
V3600 v = v/36000 - v

Coy/ C4h2

V3600 v

||Vf|\ ) ||(UL,pL) - (Uh,Ph)H*

0

The linear part (wp,;,pn) of the computed solution (wup,pp) in the mini-element
formulation is certainly a good approximation of the solution (u,p) of the initial
problem, and that the bubble part of this solution is only introduced for stability
reasons and does not improve the approximation of the velocity and pressure terms,
as was pointed out in [16].

In the next section we take advantage of this special similarity between these two
formulations in order to carry out the analysis of our error estimate.

3. An a posteriori error estimate based on the solution of a local Stokes
problem. The goal of this section is to define an estimation of the discretization
errors (e, €) = (u,p)—(ur,pr) and (e’,€') = (u, p) — (un,, pn) for the Petrov-Galerkin
and Mini-Element formulations respectively. The estimates are based on the solution
of local Stokes problems (i.e. defined in each element). The analysis and derivation of
these small problems extend the work done by Bank and Weiser for elliptic problems
[5].
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The main results presented here are Theorem 3.6 and Corollary 3.11, which show
that the estimates provide a good global assessment of the discretization error, under
reasonable assumptions.

Let (eq,€eq) = (ug,pg)—(ur,pr). An error analysis on the system (2.26) similar
to the one on (2.20) leads to the following system of equations:

ety +ow.d = (o)~ (| F] Llaly

8UL

+(en, [v]5) + V<f8n} B [v]a)

ble,q) — Z _L ((Ve, Vq)r — V(A&Vq)T) = (s,9)

= 36000 v ,
- m(ﬂ Va)r
TET

(3.1)

Equations (3.1) are valid for all (v,q) € (H(T))3.
This is equivalent to

(3.2) {B((e,e),(v,q))

[l
|
~
=

S

&)
z=

with the forms L(-) and J(-) defined by

L(w.0) = (r.) = (o) + o G| o)+ X g V),
TET T

(e0ntw.0) = =G| ol + (en. ol

and the residuals r and s have the same meaning as in (2.24) with (ws , pn) replaced
by (uLa pL)

Note that J((v,q)) = 0 when v is continuous. From equations (3.2) we have for
(v,q) € (LNCY)3
(33)  Blleq:€q), (v,9) = B((uq,pq), (v,9)) — B((ur,pL), (v,9)) = 0
and in particular
aleq,v) +b(v,eq) =0
which gives, using Lemma 2.3,
Bsll(eq: €Q)ll+ < ll(eq,e)lll < Ball(eq €q)ll«
Note that the classical relation
(3.4) B((e,€), (v,9)) = B((w,p), (v,q)) = B((ur,pr), (v,q)) = 0

also holds.
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For (v,q) € (QNC%)? we also have

(3.5) B((eq €q), (v.9)) = B((uq,pq), (v,q)) — B((uL,pL), (v,q))
= B((w,p), (v,q)) — B((uL,pr), (v,9))
= B((&E),(’U,q))
= L((v,q))

We now define the local error estimate (&, ¢) € K3 by
(3.6) B((&,6), (v,0)r = L((v,0))r  (v,q) € K*(7)

Since the bilinear B(-,-) form is positive definite on K3, this estimate is well defined,
on each triangle 7 € 7. The velocity components as well as the pressure component
are described in each triangle 7 by quadratic bump functions, which schematically
correspond to the following degrees of freedom:

degrees of freedom for velocity and pressure errors

Equation (3.6) is a 9 x 9 system to be solved in each triangle. Note that using
an integration by parts on (r,v), similar to the one performed to get (2.25) the
right-hand side L((v,q)), takes the form

L((v,9)): = (f,v)r —a(ur,v)r = b(v,pr); + blur,q);

8uL 1

| — Wor + ———(f —Vpr,Vq),
+v/ { o } T v)or + 360002 (f = Vpr,Vq)
In the sequel of the paper we will need some notion of convergence of the finite element
solutions (ur,pr) and (ug,pg) to the weak solution (u, p) of (2.1). In particular, for

7 € T, we make the following saturation assumption

2
| +
A v

oy 1/2]|?
(3.7) |H(Uap)—(UQ,pQ)|||2—|— hi/Z (V Ha(uanUQ) |(p — po)n| )

E
<B2l|(w, p) — (ur,po)llf?

where 8 = o(1), which implies in particular

(3-8) (1=DB)llI(e, )l < l[l(eq,e)lll < (1 + B)llI(e, )]

This is not a very strong condition since (ug,pg) is an approximation to (u,p) in a
higher degree polynomial space than (ur,pr). It supposes however that the solution
is more than H!-regular.
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We now present a few basic estimates, which will be used in the next part of
this section. Their proofs make use of the following inequalities, valid for 7 € 7 and
e€ bk,

(3.9) [vlle < erthyV?|vll; v e Q(r) x Q(r)
ov
|2

< Clzh;l/QHV’UHT v € Q(r) x Q(7)

These inequalities are not satisfied for general functions v; they remain valid however
for polynomial functions, the constants c¢;; and c12 depending then on the degree of
the polynomial.

LEMMA 3.1.

vljv||2 < cizhZa(v,v), v € K*(7)

Proof. Tt is a simple reformulation of inequality (2.28) where o, = O(h;?). O

LEMMA 3.2.

ﬁHhe_lmvHa < ¢14 a(v,v)/? v € K*(7)

Proof. for e € 97, using inequality (3.9) and Lemma 3.1, we have
vlol2 < e h7Mllol7 < ewsetihy alv, ),
so that

2
~1/2 —12
VHh6 =) o < 3Cy “cijciza(v,v),

LEMMA 3.3. Assume (3.7) holds. Then
2 | nf? 1/2
he!? (V { ] + ) < cisl[(e; |
a v
B

Proof. The proof is similar to the proof of Lemma 3.1 in [5] with only a few
differences due to the pressure term. For e € E such that e = 7, N Tout

9 o\ 1/2]2
pie [, [|9ue —uL) N |(pq — pr)n|
€ on " v

1/2]|2
deg|]®  legn/? /
pirz (o, 108Ql| | leenl
¢ on ||, v

14
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2
3662 4 Meon)lr, 1 deq
|Tzn +V 8n ITout
e
2
sne{c%zw Heqll, + 1L IVeql?, ) + L legl?, |

7 t e Q)lII7,.,.)

Cs(cty + 1)l (eq. Q)|

Therefore, summing over all edges, we get

1/2
1/2 I(uq —ur) ? (g —pL)n|2 ! 2 2 2
he'= v on A+ > <3Ca(c1z +c11)l|(eq. el
E
(3.11) <3Co(cty + 1) (14 B)?|ll (e, o)l

Finally, combining (3.7), (3.11) and using the triangular inequality we get

1/2
ni/2 @ ? n |€”|2
€ on||, v

E
2
] +2V{8e
A

) 1/2
dn2 (20 I(u —uq) Jeq +2l(p rQ)n| +2|‘5Qn|
on on ||, v
1/2
ni/2v2 (v I(u —ug) 2+|(p—pQ)’n|2
e on A v
E
5 ) | 2 1/2
+ hi”ﬂ(u H eQ] 4 1l )
on || 4 v

E

BV2|I(e, )ll| + (1 + B)1/6Ca(cty + eyl (e, el

LEMMA 3.4. The “continuity” inequality

[B((e, €); (v,9))] < e [l[(e, I [[(w, g

holds for all (v,q) € K x K x K.

Proof. We bound successively each term in the definition of B(-,-). The first three
terms are easily bounded, namely:

la(e, v)] < v [[Vel [[Vo]
b(v,€)| < [lell [V - ol < V2lel| | Vo]
and  |b(e,q)| <[V -el| all < V2| Vell [lql

while the two remaining terms need to be integrated by parts; for 7 € 7 we have:

(VE, VQ)T = _(67 Aq)’r + <6n7 VQ>5‘F
15



On one hand we get
Z (e,Aq)-
36000, v
and on the other hand the boundary term gives
1 1 0q
- ‘_36001/ QGZ;E’ [UT 3n] Je

laq
Uan

15
< Y5 el fal < Y2

TET

Z (en,Vq)or
36000 v

TeT

< €lle
3600v vy

€

Now, for e = 74, N Tout € E:

1 9q 2 9 1
- <
|:JT 8n] gl — 2eiz(h

T’L n TLn

vallz, + b 02 IVallZ,,)

S 18 - 104 C 04( Tzn”q Tin + hTOMthHTout)
<18-10* ¢§,C4Cr he (gl + llall2..)

10

Note that the same inequality holds with the jump of —8—(1 replaced by its average
o, On

value.

Consequently

Z (en, Vq)or
36000 v

\/7<Zh e II2> " (32 ||q||3>1/2

ecE TET

llall

héﬂﬂ
Vv

< 017‘ v
C121/ C4Cf1

2v/6

Likewise, an integration by parts on the last term yields

g
on’

where c17 =

(Ae, V), = —(Ve,V(Vq))r + Va)or

and by Lemma 2.1:

33
\f

As for the boundary term involving the velocity, a calculation comparable to the one
performed above for the pressure implies

- aaw 5 (], [,

a5

16

3 (Ve,V(Va))r| _

i el lal

TET

Z <g% 5 Vq) or
36000

TET



2t lallz,, )

_ o Zh1/2 (H[ge]
L)

eEE

Il

) (lal?

Oe
< 1/2 1/2
e ot || 52| | a2, + bl
eckE
e llqll
< 3eyq ||Vrhl/? H } —
17 an . \/17

Adding all the terms together finally yields:
1B((e, )| < v|[Vel Vol + V2 || [|Vo]

V15 3v3
+V2 |[Ve| [lg]l + — el gl + —= Vel lll
Vb
e gl
+ hé/Qﬂ ||‘IH + 3¢ l/hé/Z H } nqn
‘ Volle v on ||l Vo

2\ 1/2
42
de

2 1/2
+962 ‘ H\/>h1/2|: :|
17( on AllE

< [l(v, | (17|||(e,€)|||2 +9ctzcrsl| (e, €)lI%) 2
17+ 9ctzea5 [[|(e; O] (v, )]

LEMMA 3.5. Let (v,q) € K3 and (x,p) € L3. Then there exists a positive
constant v < 1 such that

1
(v, )| < ﬁlll(’vﬂtx,qﬂtp)lll

Proof. Let T € T with angles 0;,i = 1,3. Define d, = 00529177—&—605292,7+cos293)7.
From [11] we know that

(Vv,VX)r <[Vl V|-

and

V15
(@ 0) < > lall-lel-

1 1/ 3
with 72 = 5 + 3 d: — T If the triangulation satisfies a minimal angle condition,

V1
TE)) < 1. (For example, when the minimal

angle is 5 degrees we have v ~ 0.99873). Next we get

then d, < 3 and thus v = max(max ~,,
TET

(0.0). 0 )| = (V0. 95 + L2 < i, ] e )l

17



and finally

1w+, + p)II* = [0, D1 + 10 I + 2((v, ), (X p))
>[I, ) 11* + 1106 I = 2911w, ) 1T, )]
> (1=, 9

0 The following theorem proves that the estimate (&, ¢) is a global upper and lower

—_ —

bound of the error (e, ¢) in the ||| - ||| norm.

THEOREM 3.6. there exist two positive constants cig and ci19 such that
(3.12) cisi(e, )l < [l[(&, )l < caolll(e; €l

Proof. Let (eé,eé) and (eQ,eQ) be respectively the linear and (continuous)
quadratic parts of (e, €g), so that

(ereQ) = (eé}aGIé) + (68768)

Recalling (3.5), (3.6) and using (3.3), we have
B((e, ), (68, 68)) = B((eQ7 EQ)ﬂ (68, 68))
= B((eq€q), (€q, €q))
Now we have, from Theorem 2.2 and Lemmas 2.4 and 3.5:
l(eqse)I* < 57 ll(eq, €Q) |12
< 52“71 B((6Q7EQ)’ (er 6Q))
= fiw™! B((e,9), (€5, ¢3)
< 278w [[1(&, 9)ll] (e, eg)I|
2752 —1 o
< 7|H( Al lll(eq, )l
V1i=72
and thus
2762w

\/—HI(“ ol

(=5 lll(e; )l < ll[(eq, )l <

Conversely we have
(e )l < B3 ll(e. &)ll2 < Biw™" B((e,¢),(&,8)
= B0t (B((e,¢), (&,€) — J((e,€), (&,6)))

The jump term on the right-hand side is bounded using Lemmas 3.2 and 3.3:

(0. @)l = || 52| —emele
S <y [ %‘fb

1/2
< cis [l(e, )| Vv <Z IIhe_l/Z[é]JII?)

ecE
< V2ewser || (e, o)l 1l1(&, 9)]l|
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Finally, by Lemma 3.4, we have

(e, Ol < B3w™'(27IlI(eq, )] lII(&, &)l + cuelll(e, €)1l lII(&, &)II)

and hence

(e, Il < B3w™(27(1 + B) + co) (e )l

0
Let € = u — up, and € = p — pn. We now define the local error estimate
(&,€) € K3(1) by

(3.13) B((&,8),(v.9)) = L'((v.q)) (v,q) € K*(7)
with

/

L ((vvq)) = (fv U)T - a(uh,lvv)‘r + (pha V’U)T - (V°uh,laq)‘r

ou 1
+V<[ a;:’l] — prn,v)or + W(Jc - Vpn,Vaq),
A T

LEMMA 3.7. For all (v,q) € Q* we have

(3.14) 3 | L) — L' (v, )

TET

< eool||(ur, pr) = (uni, pr)I] (v, @)

Proof. We write the difference between the right-hand sides of (3.6) and (3.13) in
triangle 7 € T as

L((v,9)- — L'((v,9))r = —a(ur, — unu,v)r + (pr, — pp, Vov),
—(V.(ur —unya),q)- + (v {a(uLanuh”)
1

36000, v

} — (pL — pr)n, v)or
A

(V(pL - ph)v Vq)f

Each of these terms is now bounded in terms of the energy norm of the difference
(wr, —un,, pr. — pr) between the solution from the Petrov-Galerkin and mini-element
formulations, as in the proof of Lemma 3.4: First

la(ur —ung,v)-| < VUV (ur —up)|-a(v,0);

(b2 = pns V)7 | < llpz = Pl V-0]-
< V2lpz — pall- | Voll-

and similarly
(V- (ur = un)s a)-| < V2V (ur —un)l-llall-
The bound on the boundary term is then derived using Lemma 3.2:

o[ ] |

pi/2 [OuL — uny)
N on A

he_l/Qv‘

o7 or

19



for e € 9T we have

o [9us — un) 2 wr —uny), [P || 0(ur — wny) 2
he - a_ < —_ 7|T + 7|Tout
B A on . on e
hec? _
< P 0V (g, — w24 B 9 e — )2,
Coc?
< 22V (ur —un)|Por,

Thus summing over edges in 7

where 7 is a triangle neighbor of 7 (total of 3 neighbors in the 2D case). Similarly

o(uyp —u 2 3
e |2 <t | SI9an = ) + 3 LIV~ unl

Allo

(o — pr)m,v)el < /2 (pr — pa)lle B 20l
< 021/2611 L 7ph||TC a(v, v)1/2
v

Finally, summing over all triangles, we get

3 ’L((v,q))T ~L'((v,9))

Dlra(v, ),/

Te€T TET
25

+ 3 Valps =l 90l + 3 VRN ts = un )l lall+ = 3 e =l lals

TET reT =

1/2

+ Z O *||V('UJL —up)|? + Z [V (ur —wn)|? 14V a(v,v)L/?

TET
+37 30, cuacnlpr — pull- a(v, v)¥?

T€T

1/2
< <Z<a<v7v>f+u—1||q|i>> -
TET

2
((3 +2C5¢24c35) Z v||[V(ug —wup)||2 + (627 + 9Caci, i) Z |prh”T>

TeT TET v
< cooll[(v, )| [(wr,pr) — (wn,i, pu)ll]

|

This estimate of the difference between the two right-hand sides of the systems
defining the two error estimates (&,€) and (&, €) allows us to get a bound for the
difference between the estimators themselves, since both systems have the same left-
hand side which is positive definite on the space K3. Indeed, for (v,q) = (€,¢€) —
(é,¢) € Q3 in the previous lemma, we have:

|||(é7€) - (é7é)”|2 < ﬁ%”(é,g) - (é7é)”i

20



< B%LUil Z B((é7€) - (é7é)a (é7€) - (éaé))
TET

=80 Y (L& 8 — (,0), — L'((,8) - (2,9))
TeT

< Biw ™ exolll(e,€) — (&, | (e, pr) = (i, i)l

Noting that (wr,pr) — (wn, pn) = (€,€) — (€, € ) and recalling Theorem 2.5 we thus
have the

THEOREM 3.8.

2
cracioh

(3.15) ll(&,&) = (&, )] < cralll(e,e) = (e, < N

IVEIl

Note that if neither (wr,pr) nor (wup,,ps) is the exact solution to the original
Stokes system, then both terms (e, €) and (€', € ) are of order O(h) and their difference
is of order O(h?). However, when for example (ur,pr) is the exact solution (which
is possible for properly chosen functions f and g and a particular domain Q), (e, €)
is zero while (e',¢) is of order O(h?). Therefore there is no constant cy; such that

e (e, )l < Hlle’s )l < can(h)]l| (e, )]

Finally the best result we can get reads

THEOREM 3.9. There exist two positive constants coo and co3 such that

(3.16) caslll(e’, )| = Oh®) < [[[(&, )] < ezslll(e’, € )| + Oh?)

Proof. Tt is a direct consequence of Theorems 3.6 and 3.8. O

In the last step of our analysis we simplify the system (3.13). We introduce the
final estimate (e ,e ) € K3 defined in triangle 7 by

a(e//7 U)T + b(v, 6N>T = (fa v)‘r - a(uh,h U)T + (ph» v-v)r
+< Buh’l . >
(317) v an s phn7 v or
7 (VEN7 Vq)T _ 1
ble ,q)- 6000y (Vouni,q)- 36000 (f = Vo, Vag)-

for (v, q) € K3.

Note that the right-hand side has not changed and that only the Laplace term
has been removed from the left-hand side, when compared to the system (3.13).

The corresponding 9 x 9 matrix M, of this system takes the form

A, 0 B,
(3.18) M, = 0 A B,
B‘r@ BT,y _ST



where the 3 x 3 matrices A,, B;, and B, , are respectively defined by

(3.19) (A = v / V(1) Vi (rdr  1<i,j <3
(3.20) (Brz)ij = —/1/1]'17(7) 8@/151;6(7) dr 1<4¢,57<3
(3.21) Bris == [op) P8 1< <

1

—4 d cyclically) and S, = ——— A
( Y1 th91b3 and cyclically) an 3600022

In the case of a boundary triangle, the equations in the system (3.17) associ-
ated with the corresponding edge(s) are replaced by a scaled version of the Dirichlet
boundary condition €’ = u — uj,;, where wj, ; represents the linearly interpolated
value of uy; at the midpoint of the edge. Thus all elements but the diagonal terms
in the corresponding rows of M, are zeroed out.

Since K(7) does not contain the constant functions, the matrix A, is symmetric
positive definite. If 7 is an interior triangle, then the Schur complement C, = C. 4+ S,
of M, with C} = B; ,A;' Bt , + B, ,A7'BL , is therefore well defined, and because
S, is positive definite, C' is also positive definite. The matrix C. can in fact be shown
to be independent of the geometry of the triangle 7, even though the matrices A,
B, and B, , are not (see [17]).

In a boundary element, the matrix C/. does now depend on the geometry of the
element, but is still positive semi-definite, so that C- is non-singular.

Hence the matrix M., is non singular since

A, 0 B, A0 0 I 0 A7'B,
@2 o A, B, |=[ 0 4 0 0 I A'BL,
Bro Bry —5; B:y Bry —C: 0 0 I

so that the system (3.17) has a unique solution (the non-singularity of the Schur com-
plement C.. (and hence its positive definiteness), together with the non-singularity of
A, is equivalent to the stability of the discretization of the error, i.e. the discretiza-
tion will satisfy a local Babuska-Brezzi type condition).

In our final theorem we compare this last estimate with the discretization error
resulting from the mini-element formulation.

THEOREM 3.10. There exist two positive constants caq and cos such that

caalll(e s e ) < [lI(&, )] < casll(e e )]l

Proof.

1" 1" 1" 1"
e eI* < Bl e )II2

17 1" 1 "
=53 (a(e e )+ Z m”ve 3)
T€T T

=5 L((e",€"))
= ﬁg B(<é’ 'é), (6”7 6”)>

<2783 [ll(&, &)l lli(e e )l
22



Conversely,

(e, oll* < 53 ll(e, o2
< ﬁgw_lB((évg)’ (é,é’)) = ﬁgw_lLl((év €))

1" 1 1" " "
< frw! (a(e .€)+ Z W(V€ ,Vé) +b(e,e ) —b(e 7€)>
TET T

< 830" (IIe" Il + V2| Vel +v2lel [Ve"])
< Bw (V24 B, T I Al

This equivalence between the two estimate is true locally as well, since all in-
equalities in the proof remain valid in any triangle 7 € T.

COROLLARY 3.11. There exist positive constants cog, Co7, Cog and cog such that

caelll(e’, Il = carh® < fll(e", € )| < easll(e’, €| + caoh?

This last result means that the error estimate (e”,e”) is a reasonable global
estimate of the discretization error resulting from the use of the mini-element. No
local inequality is proved. However, as will be seen in section 4, this estimate seems
to be also a good local indicator of the size of the error and becomes an efficient tool
in the adaptation process of the mesh to the solution of the original problem (2.1).

4. Numerical Results. The system (3.17) is solved in each triangle 7 using the
decomposition (3.22). Thus we need to solve eight 3 x 3 systems with the matrix A,
(among which siz are necessary to compute A, 1B£’x and AT 1Bﬁ’m)7 and then another
3 x 3 system with C. to get the pressure error and finally the velocity error.

We present three numerical examples which demonstrate the efficiency of our
error estimator in controlling the mesh adaptation process and also in estimating the
discretization error.

4.1. Driven Cavity. We consider first the standard case in CFD of a driven
cavity in a unit square. In this example v = 0.01. The right hand side f in (2.1) is
set to zero and boundary conditions are zero except on the upper side of the square
where the velocity is tangential and has value 1:
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u! = (0,0)

This domain is first triangulated into NT = 8 triangles, to form the level 1 grid
(Fig. 4.1(a)). After computing the solution of (2.1) on this coarse grid, the mesh
is either uniformly (Fig. 4.1(b)) or adaptively (Fig. 4.1(c)) refined. Each triangle
is subdivided into 4 smaller triangles by joining the midpoints of the three sides
(regular refinement). “Green” triangles are added to make the mesh an admissible
triangulation. Refinement stops when the total number of vertices NV in the mesh
reaches a preassigned target value. For further details on the refinement strategy the
reader can refer to [4].

We can notice that the adaptive strategy created a lot of triangles (up to 21
levels) in the two upper corners of the cavity, where two singularities arise due to the
discontinuities in the boundary conditions.

(a) (b) (c)

Fic. 4.1. (a) Initial grid with NV = 9 vertices and NT = 8 triangles; (b) uniformly refined
grid with NV = 289 vertices and NT = 512 triangles (4 levels) and (c) adaptively refined grid with
NV = 282 vertices and NT = 496 triangles (10 levels).

The resulting velocity field is plotted on Figure 4.2. Each arrow represents the
velocity at the inner vertices, with a streamline direction and a length proportional
to the norm of the velocity. Although the picture seems to be nicer for the uniform
refinement case because of the equal spacing of the vertices, the one corresponding
to the adaptive strategy gives a better idea of the real field, especially at the two top
corners: on the left the fluid is taken away and is forced back into the cavity on the
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right side, hence the corresponding negative and positive pressures on Figures 4.3(a)
and (b).

The capture of the discontinuities is much more effective on the adapted mesh
than on the uniform mesh, and the level of the pressure is about 10* times the level
reached on the uniform grid.

Error estimates are shown on Figures 4.4(a) and (b). In order to draw contin-
uous functions, errors at the vertices are computed by averaging the estimates on
neighboring triangles.

4.2. Backward Facing Step. Another classical case in CFD is the backward
facing step. Here the spikes in the pressure are not due to a discontinuity in the
boundary conditions but only to a discontinuity in the geometry of the boundary.
Boundary conditions are as follows:

u! = (0,0)

( (y—%Z(a—y) ’ 0)

(y((;gy) , 0)

’U,t

The initial grid (Fig. 4.5(a)) is uniformly refined (Fig. 4.5(b), 4 levels of refine-
ment) or adaptively refined (Fig. 4.5(c), 9 levels of refinement) based on the error
estimate computed from the solution (v = 1). In the latter case triangles were added
near the re-entrant corner to resolve the discontinuity. Profiles of the velocity field
are very similar this time (Fig. 4.6,4.7) but the drop in pressure is better represented
with the adaptive strategy (Fig. 4.8). Note that in Fig. 4.5(c) some refinement was
done near the non homogeneous Dirichlet boundaries.
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(a) (b)

Fic. 4.2. Velocity field on the uniform grid (a) and on the adapted grid (b).

(a) (b)

FiG. 4.3. Pressure elevation on the uniform grid (a) and on the adapted grid (b); it is negative
at the left upper corner of the cavity (suction effect) and positive at the right upper corner; at these
points the level of the pressure is actually much higher on the adapted grid (order of magnitude 102)

than on the uniform mesh (order of magnitude 10° ).
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(a) (b)

Fic. 4.4. Estimated error on the uniform (a) and adapted (b) grids. Although the represen-
tation (b) is less smooth than (&), the errors are much more uniformly reparted in (b) than in

(a)-

(a) Initial grid with NV = 36 vertices and NT = 44 triangles.

(b) Uniformly refined grid with NV = 1513 vertices and NT = 2816 triangles (4 levels).

(C) Adaptively refined grid with NV = 1517 wvertices and NT = 2863 triangles (9 levels).

Fia. 4.5.
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Fia. 4.6.

F1c. 4.7. Detail of velocity field near the re-entrant corner of the step.

(a) (b)
Fic. 4.8. Pressure elevation on the uniform grid (a) and on the adapted grid (b); note that

at the top corner of the step level of the pressure is higher on the adapted grid (order of magnitude
102) than on the uniform mesh (order of magnitude 101).
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F1G. 4.9. Estimated error on the uniform (a) and adapted (b) grids.
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4.3. Disk with a Crack. Finally we test our error estimate on a Stokes flow
in a disk of radius 1 with a crack joining the center to the boundary; the right-hand
side f is 0 and the boundary conditions are

ut—§ COSQ—COS% BSinQ—sin%
2 2 27 2 2

where (7, 0) is a polar representation of a point in the disk. The exact solution is then
given by
3 0 30 0 30
t _ Vv 7 el . 7 . el
= (cos2 c052,3sm2 s1n2>
6 0

COS —

P=="F P9

and is singular at the end of the crack, i.e. at the center of the disk.

DRODK

(a) (c)

F1a. 4.10. (a) Domain ; (b) velocity ; (c) pressure.

We first solve our Stokes problem on a coarse grid consisting of NV = 15 vertices
and NT = 16 triangles (Fig. 4.10(a)), then refine either uniformly or adaptively, thus
creating two sequences of meshes of increasing and comparable size (or degrees of
freedom = d. of f.)(see Tables 4.1 and 4.2) (v = 1).

Pressure elevations are plotted on the uniform and adaptive refined grids (Fig-
ures 4.12(a)(b)).

The solution was computed on each grid, along with error estimates. During
the refinement process, these estimates were computed using an interpolation scheme
(one Jacobi sweep) for the values at the new nodes. Consequently their accuracy
deteriorates along with the number of refinement steps; however had we used inter-
mediate recalculations to base the computation of the estimates on, we would have
gotten a mesh with more levels of refinement around the singularity (hence giving a
higher level for the pressure). in that regard the use of interpolated values instead of
computed solution values had a grid smoothing effect.
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(a) (b) (c)
F1G. 4.11. (a) Initial grid with NV = 15 vertices and NT = 16 triangles; (b) uniform mesh
with NV = 561 vertices and NT = 1024 triangles (4 levels) and (c) adapted mesh with NV = 563

vertices and NT = 1054 triangles (9 levels).

avas T
RS
PSRN
PRI
R

SIS

S
S
IS

TR
et
KIS LRI] SIS
CATATAY o .-sl,l.‘ S < $K§A¢X§A VA”Q =
2>
ROSKXSEALZ
YAVAWAVAS

2 2
O R IR IR
SR IEHIAK LRI
RS ERELRE,

(a) (b)

F1G. 4.12. Pressure elevation on the uniform (a) and adapted (b) meshes. The level of pressure
is much higher on the adapted grid (order of magnitude 103) than on the uniform mesh (order of

magnitude 102).
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We can measure the efficiency of our estimate both locally and globally:

e we perform a convergence analysis on the two sequences of (uniform and
adapted) meshes and evaluate in particular the “effectivity ratio” ¢ defined
as the ratio of the exact global error |||(e,€)||| to the estimated global error
Il(e”,€)l|, and report the results in Tables 4.1 and 4.2. The column labeled
“digits” gives the estimated number of correct digits in the solution of the
discrete problem.

Uniform refinement
levels | NV | NT | d. of f. | digits q
1 15 16 53 0.341 | 0.74
45 64 215 0.455 | 0.99
153 | 256 875 0.586 | 1.10
561 | 1024 | 3539 0.732 | 1.13
2145 | 4096 | 14243 | 0.883 | 1.14

T W N

TABLE 4.1
Convergence analysis and effectivity ratio for a sequence of uniform meshes.

Adaptive refinement
levels | NV | NT | d. of f. | digits q
1 15 16 53 0.341 | 0.74
3 41 64 219 0.606 | 0.50
5 143 | 250 861 0.772 | 0.73
8 556 | 1042 | 3616 1.077 | 0.93
12 2139 | 4124 | 14361 | 1.413 | 1.11

TABLE 4.2
Convergence analysis and effectivity ratio for a sequence of adapted meshes.

From the results in the column “digits” it is clear that the convergence is
much better in the adaptive case than in the uniform one.

e we plot the estimated error vs the exact error to test the local behavior of
the estimate, and its propensity to recognize the regions in the mesh needing
some refinement or unrefinement (Figures 4.13(a)(b) and 4.14(a)(b)).

In Table 4.3 are listed the convergence rates v for both uniform and adaptive
cases, in the energy norm, as well as in the H} norm (||V - ||) for the velocity and
the £2 norm of the pressure, which both are regrouped in the energy norm. These
numbers are such that 107995 ~ NV~=7/2 ~ b7 (in the least square sense). The row
labeled “B-D” refers to a priori estimates results published by Brezzi and Douglas
8]

All convergence rates are based on a least square fitting from the number of correct
digits in the solution for each of the grids in the (uniform and adapted) sequences. In
the uniform case these values are smaller than expected from the a priori estimates
given by Brezzi and Douglas, except maybe for the H} norm of the pressure, mainly
because the solution does not have here the regularity required in the derivation of
their estimates. Note the singularity has about the same effect on the £2 and H}
norms for the velocity, this effect being less obvious on the pressure. Note also that
the difference between the convergence in £2 and H} norms is of the order of unity,
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which corresponds to one power of h in the estimates in [8]. In the adaptive strategy
the rates of convergence are increased back to the expected levels (velocity) or more
(pressure), yielding a superlinear convergence in the energy norm (on a computational
point of view, the adaptive refinement has somehow regularized the solution around
the singularity).

Finally we plot the (estimated and exact) errors in both cases. Since the estimates
are given by triangles, they are transformed into errors on the vertices by averaging
between all the triangles neighbor of a node, as in the previous examples. On the other
hand exact errors are known at the vertices. However, in order to compare similar
results, these are used to compute errors in each triangle based on the energy norm of
interpolated errors at the midpoints of all interior edges. Then an averaging identical
to the one above is performed to get an error at the vertices. On Figures 4.13(a)(b)
(uniform case) and 4.14(a)(b) (adapted case) we can note that the estimate is in
good agreement with the exact error, thus providing a nice tool for adapting grids,
especially when discontinuities or steep variations in the solution occur.

(a) (b)

Fic. 4.13. (a) Estimated error and (b) exact error on the uniform grid. The error ranges from
7.1073 to 8 10~ L for both estimated and exact errors.

5. Conclusion. In this paper we derived an a posteriori error estimate which
can be used toward the solution of the Stokes equations on geometries of industrial
interest. On the test problems of section 4 the computation of this estimate took
about one fourth of the total time for the solution process. It remains to compare it
with other estimates, in particular with those derived by R. Verfiirth in [16].
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F1G. 4.14. (a) Estimated error and (b) ezact error on the adapted grid. The estimated error
ranges from 2.1073 to 10~1, compared to 3.10~3 to 2.10~1 for the exact error.
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type of L2 norm | H{ norm [ £Znorm | H norm | energy norm
refinement | (velocity) | (velocity) | (pressure) | (pressure) G
uniform 1.51 0.59 0.96 0.09 0.87
adaptive 1.79 1.03 1.66 0.29 1.46
B-D 2.00 1.00 1.00 0.00 1.00
TABLE 4.3

Rates of convergence in L2, 7-[(1) and energy norms.
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