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Abstract. A mixed method allowing a general class of mesh movements is proposed for an
advection-diffusion equation in either conservative or nonconservative form. Several symmetric error
estimates are derived for the method under certain conditions. In one space dimension, optimal order
L2 convergence and superconvergence are proved as corollaries of the symmetric estimates.
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1. Introduction. Moving mesh finite element methods have been widely stud-
ied; in [10, 9] methods based on Galerkin formulations were given. In [5, 2] error
analysis was provided for related classes of moving mesh finite element methods which
allow piecewise time continuous mesh movements. In this work, we examine moving
mesh methods for mixed methods that incorporate some of the ideas in [4], where a
procedure for including characteristics within finite element methods for advection-
diffusion equations was proposed.

A symmetric error estimate is, to within a constant, a best approximation result.
That is, if the error can be made small in the given norm, then it is small in that
norm. Somewhat more precisely, there is a norm ||| · ||| and a constant C such that

|||error||| ≤ C|||best approximation error|||.

Dupont [5], Bank and Santos [2], Dupont and Liu [6], and sections 5 and 7 of this
work establish bounds of this type. In [6] and this paper, the constant C does not
increase as the advective term increases in size, provided that the mesh movement ap-
proximates the advective term sufficiently well. These results thus make it clear that
the mesh movement is actually modeling the advection. Also, the norms in section 5
involve the convective derivative instead of the partial with respect to time, and as
Douglas and Russell pointed out in [4], for advection dominated problems the convec-

∗Received by the editors November 9, 2000; accepted for publication (in revised form) July 19,
2002; published electronically January 14, 2003.

http://www.siam.org/journals/sinum/40-6/38073.html
†School of Mathematics, Georgia Institute of Technology, Atlanta, GA 30332 (yingjie@math.

gatech.edu).
‡Department of Mathematics, University of California at San Diego, La Jolla, CA 92093 (rbank@

ucsd.edu). The work of this author was supported by the National Science Foundation under contract
DMS-9706090.
§Department of Computer Science, University of Chicago, Chicago, IL 60637 (dupont@cs.

uchicago.edu). The work of this author was supported by the ASCI Flash Center at the Univer-
sity of Chicago under DOE contract B341495, and by the MRSEC Program of the National Science
Foundation under award DMR-9808595.
¶Department of Mathematics, United States Naval Academy, Annapolis, MD 21402 (smg@nadn.

navy.mil). The work of this author was supported by the Office of Research of the U.S. Naval
Academy, NARC Program.
‖Department of Mathematics, University of Algarve, 8000 Faro, Portugal and Centro de
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tive derivative will typically be much smoother, and therefore easier to approximate
well. While symmetric error estimates for parabolic equations have a certain attrac-
tiveness in the simplicity of the statement that they make, it is sometimes hard to see
the precise meaning of the result because the norms involved are made up of several
parts. We exploit the idea of [6] to weaken some of these parts to “concentrate” the
norm on certain terms.

Although the motivation for this research was an improved understanding of
moving mesh methods, it is worth remarking that the symmetric error estimates
provided here are valid even if the mesh does not move. While such estimates for
parabolic equations have a thirty year history in the context of Galerkin methods,
these are the first symmetric error estimates for mixed methods for parabolic problems
even in the fixed mesh case.

Characteristics-type mixed methods have been studied in several papers (see,
e.g., Yang [12] and Arbogast and Wheeler [1]), but the analytical understanding of
mixed methods in combination with moving meshes is far from complete. Unlike
Galerkin methods using conforming finite element spaces, moving mesh methods us-
ing mixed formulations and discontinuous approximation spaces can develop singu-
larities in the time derivative at the edges between elements. Therefore it is critical
to use directional time derivatives along the mesh movement direction throughout
the analysis. The mesh movement that is considered here is more general than just
a fixed mesh or a mesh that follows characteristics, for several reasons; two of the
most significant are the following. First, the best mesh may not be fixed or follow
the characteristics. Diffusion spreads things out and a mesh can follow such patterns;
in fact, in [8] it is shown that in some situations mesh movement alone can model
diffusion. Thus when diffusion and advection are both present, one may want to use a
mesh that reflects the action of the two together. Second, the choice of mesh moving
strategy will usually involve in a strong way considerations of the complexity of the
program used to implement the mesh movement. One technique that we have used
is to guess an analytic form for the mesh transformation based on a coarse grid cal-
culation. Since the estimates here say that if you can approximate the solution, you
will, this very simple-to-code approach is seen as a legitimate way to proceed. This
technique is illustrated in an example in section 6.

In this paper, we first introduce our method and prove our symmetric error esti-
mates. Next, an optimal order L2 error estimate and a superconvergence result are
proved for one space dimension as a corollary of the symmetric error estimate. The er-
ror bound gives considerable insight into the effectiveness of a given mesh movement.
Aligning the mesh movement with the characteristics is not necessary as long as the
difference between the advection velocity and the velocity of mesh movement remains
bounded. The fact that the constants in the error bounds don’t depend directly on
the advection coefficient reflects the fact that mesh movement does indeed model ad-
vection. Furthermore, the analysis also shows that if the mesh is moved in such a way
that it has a finer mesh where the solution has hard-to-approximate regions, then the
bound on the error is decreased. These two observations give insight into what are
good choices of mesh movement.

The remainder of this paper is organized as follows. In section 2, we discuss
the advection-diffusion equation in conservative form, introduce several notations,
and formulate the mixed method for general mesh movements. In section 3, we
introduce a pseudoinverse operator “A” of “div,” and in section 4 we develop the basic
properties of the directional derivative “D/Dt”; these concepts are used in section 5
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to get symmetric error estimates. Optimal order error bounds are proved in section 6,
and an example is presented that illustrates some of the issues associated with these
techniques. In section 7, we consider a mixed method for an advection-diffusion
equation in nonconservative form, allowing general mesh movements. Symmetric
error analysis and one-dimensional applications are derived in a manner that parallels
the earlier analysis.

2. Model problem and mixed method. Consider the following advection-
diffusion model problem on Q = Ω× (0, T ):

(2.1)


∂tu−∇ · (a∇u+ bu) = f

u = 0

u = u0

on Q,

on ∂Ω× (0, T ),

for t = 0,

where a(x), b(x), and f(x, t) are smooth and bounded and a1 ≥ a(x) ≥ a0 > 0 for
some constants a0, a1. Here Ω is a bounded domain in Rn. For simplicity, we assume
that Ω is a fixed polyhedron.

We use || · ||s to denote the Hs(Ω) norm. When s = 0, we usually use || · ||. If
we use domains other than Ω, we will use || · ||Hs(Ωi) or || · ||L2(Ωi). The norm for the
dual space of H1

0 (Ω) is denoted || · ||−1, and ||ξ||Lp(0,T ;X) denotes the Lp(0, T ) norm of
||ξ(·, t)||X . We will use (·, ·) as the inner product on L2(Ω) and on (L2(Ω))n, and will
rely on context to indicate which is intended.

We will study methods that approximate the solution u of (2.1) on a moving
mesh, which is given as a time-dependent image of a fixed reference mesh. Suppose
that D̄ = ∪Di is a fixed polyhedron, where Di’s are closed sets with nonvoid disjoint
interiors. We need few assumptions on the Di’s for much of the argument, but to
keep the discussion simple, we suppose that each Di is a simplex and that they form
a tessellation of D̄. Further, we suppose that there is a continuous mapping G from
D̄ × [0, T ] onto Ω̄ such that

1. for each t, G(·, t) is a one-to-one piecewise linear mapping (with respect to
{Dj}) of D̄ onto Ω̄;

2. G is continuously differentiable on each Di × [0, T ]; and
3. ∂Ω = G(∂D, t).

Let Ωi(t) = G(Di, t), hi(t) be the diameter of Ωi(t), and h(t) = maxi{hi(t)}. Then
Ωi(t) is also a simplex and {Ωi(t)} becomes the moving partition of Ω. It is sometimes
convenient to think of this moving mesh as being generated by a mapping of Ω onto
itself. Let G−1 = G−1(·, t) denote the inverse of G as a map of D onto Ω; thus this
function can be viewed as being defined on Q̄. The partial derivative with respect to
t of G is denoted Gt. The finite element mesh is advected with a flow that is given by

ẋ(t) = Gt(G−1(x, t), t).

Given the assumptions on G, the function ẋ is a continuous piecewise linear function
over the partition {Ωi} of Ω. Let Ṽh be a finite-dimensional subspace of L2(D). Then
the corresponding finite element space on Ω is defined by

Vh(t) = {φ(x, t) : φ(G(·, t), t) ∈ Ṽh}.

We will take Hh(t) to be a finite-dimensional subspace of H(div,Ω) so that div Hh =
Vh for any t. In particular, we will take Vh to be the space of discontinuous polynomials
of total degree at mostm, andHh to be the Raviart–Thomas flux space. Let Ph denote
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the L2 projection onto Vh. Let Πh be the linear operator H(div,Ω)→ Hh satisfying
(div (W − ΠhW ), r) = 0 ∀r ∈ Vh and divΠh = Phdiv as defined by Raviart and
Thomas in [11].

Let h(x, t) denote the function that has the value hi(t) on each Ωi(t). For a
function ϕ such that its restriction to Ωi is in Hs(Ωi), let

||ϕ||2Hs =
∑
i

||ϕ||2Hs(Ωi)
.

We denote a particular directional derivative DF/Dt as follows:

DF (x, t)

Dt
=
∂F (x, t)

∂t
+ ẋ · ∇xF (x, t).

Note that if F (·, t) ∈ Vh(t) is differentiable on each Ωi, then DF/Dt is also in Vh.
Even though it might seem that both ∂F/∂t and ∇xF are singular on the boundaries
∂Ωi, the directions involved in DF/Dt never cross the boundary of any Ωi.

The first mixed method we consider uses a mesh movement induced flux across
subdomain boundaries. Let σ = −(a∇u+ bu+ ẋu) and α = 1/a, β = b/a. The exact
solution u satisfies

Du

Dt
+ div σ + (∇ · ẋ)u = f.

This leads to the following mixed formulation:

(2.2)


(ασ + (β + αẋ)u,X )− (u, divX ) = 0 ∀X ∈ H(div,Ω),(
Du

Dt
+ div σ + (∇ · ẋ)u, r

)
= (f, r) ∀r ∈ L2(Ω).

We define the mixed approximation to be functions uh : [0, T ]→ Vh and σh : [0, T ]→
Hh such that uh(0) = Phu(0) and

(2.3)


(ασh + (β + αẋ)uh,X )− (uh, divX ) = 0 ∀X ∈ Hh,(
Duh
Dt

+ div σh + (∇ · ẋ)uh, r

)
= (f, r) ∀r ∈ Vh.

Note that this method is locally conservative, because the rate of change of the
integral of u over each subdomain is given by the integral around the boundary of
the normal component of σ, and the normal component of σ is continuous across
subdomain boundaries. (If this is less than clear, please see the proof of Lemma 7.)

In proving the symmetric error estimates, we don’t need specific approximation
properties, but we will need such properties in order to obtain a priori error bounds
based on the mesh size and the smoothness of the solution u. We summarize these
additional conditions here.

Condition 1 (approximation). There exists a constant C1 such that for any
w ∈ Hs1(Ω), s1 ≥ 0, and any t ∈ [0, T ],

||w − Phw|| ≤ C1||hmin{m+1,s1}w||Hs1 ,

and for any W ∈ (Hs2(Ω))n, s2 ≥ 1, and any t ∈ [0, T ],

||W −ΠhW || ≤ C1||hmin{m1+1,s2}W ||Hs2 ,

where m1 = m+ 1 in one dimension and m1 = m in higher space dimensions.
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This condition holds for the Raviart–Thomas spaces, where C1 depends on m and
on a bound for hi/h̃i, where h̃i is the diameter of the largest ball in Rn contained
in Ωi.

Condition 2 (stability of Πh). There exists a constant C2 such that for any
W ∈ (H1(Ω))n and any t ∈ [0, T ]

||ΠhW || ≤ C2||W ||1.

If Condition 1 holds, then C2 can be taken to be 1 + C1h. But this condition is
strictly weaker than Condition 1; it allows controlled degeneracy in the elements as
the mesh size decreases.

Condition 3 (H2 regularity). The domain Ω is regular enough that there exists
a C3 such that, for any ξ ∈ L2(Ω), the boundary value problem

(2.4)

{
∆g = ξ

g = 0

in Ω,

on ∂Ω,

has a unique solution and ||g||2 ≤ C3||ξ||.

3. A pseudoinverse of div. In this section we define and explore the properties
of a smoothing mapping that appears naturally in the symmetric error estimates. Let
A : L2(Ω)→ Hh be the pseudoinverse of div in the sense that

ϕ− div (Aϕ) ⊥ Vh,
||Aϕ|| is minimal.

Note that A(ϕ) = A(Phϕ); thus we can factor A as AVh
Ph, where AVh

is A restricted
to Vh. Note that this factorization gives that A∗ maps Hh into Vh. Let Hh = O⊕O⊥,
where O = {X ∈ Hh : divX = 0} and O⊥ is its orthogonal complement with respect
to the (L2(Ω))n inner product. Then div is a one-to-one mapping from O⊥ onto Vh,
and AVh

is its inverse. In the case of one dimension with m = 0, the operator A can
be explicitly described: Aϕ is the piecewise linear interpolant of a constant plus the
integral of ϕ. The following result shows that in more general situations A behaves
as a smoothing operator.

Theorem 4. If Conditions 1 and 3 hold, then there is a C = C(C1, C3) such
that for any ξ ∈ L2(Ω)

||Aξ|| ≤ C{h||ξ||+ ||ξ||−1},
||Aξ|| ≤ C{h||Phξ||+ ||Phξ||−1}.

Proof. Let g be the solution of (2.4) and set W = ∇g. Take ρ ∈ Hh and ν ∈ Vh
to be the mixed method approximation of W and g:

(3.1)

{
(ρ,X ) + (ν, divX ) = 0 ∀X ∈ Hh,
(div ρ, r) = (ξ, r) ∀r ∈ Vh.

We want to show that ρ = Aξ. In fact, the second equation of (3.1) implies div ρ =
Phξ, and the first one implies (ρ,X ) = 0 ∀X ∈ O, which in turn implies that ||ρ|| is
minimal among all elements in Hh whose divergence is Phξ.
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Next we need an approximation result for mixed methods (see, e.g., [7]) to see
that

||Aξ||2 = (ρ, ρ)

= (ρ, ρ−W ) + (ρ,W )

≤ ||ρ||{Ch||g||2 + ||W ||}
≤ ||Aξ||{Ch||ξ||+ ||W ||}.

(3.2)

It follows from (2.4) that

||W || = ||∇g|| ≤ C||ξ||−1.

From this and (3.2) the first result of this theorem follows. The second follows since
Aξ = APhξ.

Note that even if Ω fails to have the assumed H2 regularity, the result may still be
proved in some cases. Suppose that Ω can be expanded to Ω̃, which has H2 regularity,
and the function spaces can be extended to Ω̃ with the approximation properties still
holding. Then extending ξ to be zero on Ω̃−Ω and a slight modification of the above
proof gives the conclusions of the theorem. For example, if Ω were an L-shaped region
in two space dimensions, H2 regularity would fail, but the extension to a square might
be possible.

On Hh, the operator A div does not increase the L2 norm. Suppose that ρ ∈ Hh

and let ψ = A div ρ. Then div ρ − div ψ ⊥ Vh. Hence ψ = ρ + z, where z ∈ O.
Because ||ψ|| is taken to be minimal and z ≡ 0 is possible, we see that

(3.3) ||A div ρ|| = ||ψ|| ≤ ||ρ||.

In one dimension the choice of discontinuous piecewise polynomial spaces allows a
more local version of Theorem 4. In fact, let Ω = (x0, xN ) and Ωi = (xi−1, xi); then
Aξ =

∫ x
x0
Phξ(s)ds+ C.

Theorem 5. If Condition 2 holds, then there is a C such that for any ξ ∈ L2(Ω)

||Aξ|| ≤ C||ξ||.

Proof. Take ρ ∈ Hh and ν ∈ Vh to be defined by (3.1); thus we know that Aξ = ρ.
From (3.1) with χ = Aξ and r = ν we see that

||Aξ||2 = −(ξ, ν) ≤ ||ξ|| ||ν||.

Let B be a cube that contains Ω, and take ϕ be the extension of ν to B by
zero outside Ω. Take g ∈ H1

0 (B) such that, on B, ∆g = ϕ. Then, because the
cube has H2 regularity for the Laplacian, we see that ∇g is bounded in (H1(B))2 by
C||ϕ||L2(B) = C||ν||. Note that

||ν||2 = (ν, div∇g) = (ν, divΠn∇g) = (−Aξ,Πh∇g).

The operator Πh is bounded as a map of H1 into L2 by Condition 2. Thus it follows
that

||ν||2 ≤ ||Aξ|| ||Πh∇g|| ≤ C||Aξ|| ||g||2 ≤ C||Aξ|| ||ν||.

The two displayed inequalities then give the desired result.
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4. Properties of D/Dt. From the definition of directional derivative we have
the following basic relations, which we use later in energy-type arguments.

Lemma 6.

∇x · ẋ =
∂|det(∇sG(s, t))|/∂t

|det(∇sG)|
.

Proof. Take D0 ⊂ D to be an arbitrary small ball and let Ω0(t) = G(D0, t). Then,
with n as the outward normal to Ω0,

∂

∂t

∫
Ω0(t)

dx =

∫
∂Ω0(t)

ẋ · ndσ =

∫
Ω0(t)

∇x · ẋdx.

On the other hand,

∂

∂t

∫
Ω0(t)

dx =
∂

∂t

∫
D0

|det(∇sG(s, t))|ds =

∫
D0

∂

∂t
|det(∇sG(s, t))|ds

=

∫
Ω0(t)

∂|det(∇sG(s, t))|/∂t
|det(∇sG)|

dx.

The result follows from the arbitrary choice of D0.
We will say that a function ξ on Q is piecewise C1 if, when it is pulled back by G

to Do
i × (0, T ), it can be extended to be C1 on Di× [0, T ]. A function that is the limit

in H1(Di× [0, T ]) of piecewise C1 functions will be called piecewise smooth on Q. We
will usually operate formally on piecewise smooth functions without going through
the step of approximating them by smooth functions and taking limits, since this is
routine.

Lemma 7. Suppose that ξ is piecewise smooth on Q; then, with R = Ω or Ωi,

d

dt

∫
R
ξdx =

∫
R

Dξ

Dt
dx+

∫
R
ξ(∇x · ẋ)dx.

Proof. It suffices to show the result for Ωi. Note that

d

dt

∫
Ωi

ξdx =
d

dt

∫
Di

ξ|det(∇G)|ds

=

∫
Di

∂ξ

∂t
|det(∇G)|ds+

∫
Di

ξ
∂

∂t
|det(∇G)|ds

=

∫
Ωi

Dξ

Dt
dx+

∫
Ωi

ξ

(
∂|det(∇sG(s, t))|/∂t

|det(∇sG)|

)
dx.

Using Lemma 6, the proof is complete.
D/Dt also has the following properties for any piecewise smooth functions ξ, η:

D

Dt
(ξη) = η

Dξ

Dt
+ ξ

Dη

Dt
,

D

Dt
∇xξ = ∇x

Dξ

Dt
− (∇xẋ)T∇xξ,

where ∇xξ is a column vector and ∇xẋ is the Jacobian of ẋ with respect to x.
It easily follows from this and Lemma 7 that

(4.1)

(
Dξ

Dt
, ξ

)
=

1

2

d

dt
||ξ||2 − 1

2
(ξ, ξ(∇x · ẋ)).
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We denote the pseudoderivative of ξ by

Dtξ =
Dξ

Dt
+ (∇ · ẋ)ξ,

and now show that Dt commutes with Ph.
Lemma 8. For function ξ that is piecewise smooth on Q, PhDtξ = DtPhξ.
Proof. Let ψ = Phξ; then (ξ−ψ, r) = 0 for any r ∈ Vh. Given t0 ∈ [0, T ], let φ(x)

be any function in Vh(t0). Let r(x, t) = φ(G(G−1(x, t), t0)). Then r(x, t0) = φ(x),
r(·, t) ∈ Vh(t), and Dr/Dt = 0 for any t ∈ [0, T ]. Thus at t0,

0 =
d

dt
(ξ − ψ, r)

=

(
D

Dt
(ξ − ψ), φ

)
+

(
ξ − ψ, Dr

Dt

)
+ (ξ − ψ, (∇x · ẋ)φ).

That is,

0 = (Dt(ξ − ψ), φ) = (PhDtξ −DtPhξ, φ).

The proof is completed by observing DtPhξ ∈ Vh.

5. Symmetric error estimates. In this section, we prove four symmetric error
estimates.

Let Fh be a linear operator Vh(t)→ Hh(t) such that for any vh ∈ Vh(t)

(αFh(vh) + (β + αẋ)vh,X )− (vh, divX ) = 0 ∀X ∈ Hh.

Thus Fh is the flux operator associated with the space Vh. Using Fh and the norms
|||(·, ·)||| and |||(·, ·)|||∗ defined by

|||(η, ψ)|||2 = ||η||2L∞(0,T :L2(Ω)) +

∥∥∥∥ADηDt
∥∥∥∥2

L2(0,T :L2(Ω))

+ ||A(div ψ)||2L2(0,T :L2(Ω)),

|||(η, ψ)|||2∗ = ||Phη||2L∞(0,T :L2(Ω)) +

∥∥∥∥ADηDt
∥∥∥∥2

L2(0,T :L2(Ω))

+ ||A(div ψ)||2L2(0,T :L2(Ω)),

we have the following pair of symmetric error estimates.
Theorem 9. Suppose that Condition 2 holds and there exist constants c1, c2 such

that for all (x, t) ∈ Q

|∇x · ẋ| ≤ c1 and |β + αẋ| ≤ c2.

Then there exists a constant C > 0, depending only on C2, c1, c2, T , the bounds of
coefficient a, and Ω, such that for any piecewise smooth function vh with vh(·, t) ∈
Vh(t),

|||(u− uh, σ − σh)||| ≤ C|||(u− vh, σ − Fh(vh))|||,
|||(u− uh, σ − σh)|||∗ ≤ C|||(u− vh, σ − Fh(vh))|||∗.

Proof. Take vh to be a piecewise C1 function such that vh(·, t) ∈ Vh(t). With
Sh = Fh(vh), adopt the notation

ν = uh − vh, ρ = σh − Sh,
η = u− vh, ψ = σ − Sh.
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Subtracting (2.2) from (2.3), we obtain the following orthogonalities:

(5.1)

(αρ+ (β + αẋ)ν,X )− (ν, divX ) = 0 ∀X ∈ Hh,(
Dν

Dt
+ div ρ+ (∇ · ẋ)ν, r

)
=

(
Dη

Dt
+ div ψ + (∇ · ẋ)η, r

)
∀r ∈ Vh.

With X = ρ and r = ν, these and (4.1) give

1

2

d

dt
||ν||2 + (αρ+ (β + αẋ)ν, ρ)

=

(
Dη

Dt
+ div ψ, ν

)
+ ((∇ · ẋ)η, ν)− 1

2

∫
Ω

ν2(∇ · ẋ)dx

=

(
div A

(
Dη

Dt
+ div ψ

)
, ν

)
+ ((∇ · ẋ)η, ν)− 1

2

∫
Ω

ν2(∇ · ẋ)dx(5.2)

=

(
αρ+ (β + αẋ)ν,A

(
Dη

Dt
+ div ψ

))
+ ((∇ · ẋ)η, ν)

− 1

2

∫
Ω

ν2(∇ · ẋ)dx.

Therefore

(5.3)
d

dt
||ν||2 + α1||ρ||2 ≤ C

{
||ν||2 +

∣∣∣∣∣∣∣∣A(DηDt + div ψ

) ∣∣∣∣∣∣∣∣2 + ||η||2
}
,

where α1 = 1/a1. It follows from Gronwall’s inequality that

||ν||2L∞(0,T :L2(Ω)) + ||ρ||2L2(0,T :L2(Ω)) ≤ C{||ν(0)||2 + |||(η, ψ)|||2}.

The choice of uh(0) = Phu(0) shows ||ν(0)|| ≤ ||η(0)||, and so the ||ν(0)||-term is bounded
by |||(η, ψ)|||. Combining these results with (3.3), we see that

||ν||2L∞(0,T :L2(Ω)) + ||A div ρ||2L2(0,T :L2(Ω)) ≤ C|||(η, ψ)|||2.

Note that ν = Phν and ((∇ · ẋ)η, ν) = ((∇ · ẋ)Phη, ν), since ∇ · ẋ is constant on each
Ωi and Vh has no continuity between subdomains. Therefore we can replace ||ν|| by
||Phν||, ||η|| by ||Phη|| in (5.3) to obtain

||Phν||2L∞(0,T :L2(Ω)) + ||A div ρ||2L2(0,T :L2(Ω)) ≤ C|||(η, ψ)|||2∗.

It remains to estimate ||A(DνDt )||2. Using (5.1) and Theorem 5,(
A
Dν

Dt
,A

Dν

Dt

)
=

(
Dν

Dt
,A∗A

Dν

Dt

)
= −

(
div ρ+ (∇ · ẋ)ν,A∗A

Dν

Dt

)
+

(
Dη

Dt
+ div ψ + (∇ · ẋ)η,A∗A

Dν

Dt

)
(5.4)

= −
(
A div ρ+A(∇ · ẋ)ν,A

Dν

Dt

)
+

(
A
Dη

Dt
+A div ψ +A(∇ · ẋ)η,A

Dν

Dt

)
≤ C

∣∣∣∣∣∣ADν
Dt

∣∣∣∣∣∣ {||A div ρ||+ ||ν||+
∥∥∥∥ADηDt

∥∥∥∥+ ||A div ψ||+ ||η||
}
.
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Therefore we have ∥∥∥∥ADνDt
∥∥∥∥2

L2(0,T :L2(Ω))

≤ C|||(η, ψ)|||2.

Since (
A(∇ · ẋ)η,A

Dν

Dt

)
=

(
APh(∇ · ẋ)η,A

Dν

Dt

)
=

(
A(∇ · ẋ)Phη,A

Dν

Dt

)
,

we also have ∥∥∥∥ADνDt
∥∥∥∥2

L2(0,T :L2(Ω))

≤ C|||(η, ψ)|||2∗.

Hence,

|||(ν, ρ)||| ≤ C|||(u− vh, σ − Sh)|||,
|||(ν, ρ)|||∗ ≤ C|||(u− vh, σ − Sh)|||∗.

Applying the triangle inequality completes the proof.
Next we define two additional norms |||(·, ·)|||Dt , |||(·, ·)|||D∗t by

|||(η, ψ)|||2Dt
= ||η||2L∞(0,T :L2(Ω)) + ||ADtη||2L2(0,T :L2(Ω)) + ||A(div ψ)||2L2(0,T :L2(Ω)),

|||(η, ψ)|||2D∗t = ||Phη||2L∞(0,T :L2(Ω)) + ||ADtη||2L2(0,T :L2(Ω)) + ||A(div ψ)||2L2(0,T :L2(Ω))

and use them to get the following pair of symmetric error estimates.
Theorem 10. Suppose there exist constants c1, c2 > 0 such that

−∇x · ẋ ≤ c1 and |β + αẋ| ≤ c2

∀(x, t) ∈ Q. Then there exists a constant C > 0, depending only on c1, c2, T , the
bounds of coefficient a, and Ω, such that, for any piecewise smooth function vh with
vh(·, t) ∈ Vh(t),

|||(u− uh, σ − σh)|||Dt ≤ C|||(u− vh, σ − Fh(vh))|||Dt ,

|||(u− uh, σ − σh)|||D∗t ≤ C|||(u− vh, σ − Fh(vh))|||D∗t .

Proof. We slightly modify the proof of Theorem 9. The inequality (5.2) becomes

1

2

d

dt
||ν||2 + (αρ+ (β + αẋ)ν, ρ)

= (Dtη + div ψ, ν)− 1

2

∫
Ω

ν2(∇ · ẋ)dx

= (div A(Dtη + div ψ), ν)− 1

2

∫
Ω

ν2(∇ · ẋ)dx(5.5)

= (αρ+ (β + αẋ)ν,A(Dtη + div ψ))− 1

2

∫
Ω

ν2(∇ · ẋ)dx.

Therefore

(5.6)
d

dt
||ν||2 + α1||ρ||2 ≤ C{||ν||2 + ||A(Dtη + div ψ)||2}.
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It then follows from Gronwall’s inequality and (3.3) that

||ν||2L∞(0,T :L2(Ω)) + ||A div ρ||2L2(0,T :L2(Ω)) ≤ C|||(η, ψ)|||2Dt
,

and, since Phν = ν,

||Phν||2L∞(0,T :L2(Ω)) + ||A div ρ||2L2(0,T :L2(Ω)) ≤ C|||(η, ψ)|||2D∗t .

It remains to estimate ||ADtν||2.

(ADtν,ADtν) = (Dtν,A
∗ADtν)

= −(div ρ,A∗ADtν)− (Dtη + div ψ,A∗ADtν)

= −(A div ρ,ADtν)− (ADtη +A div ψ,ADtν)

≤ C||ADtν||{||A div ρ||+ ||ADtη||+ ||A div ψ||}.

Therefore

||ADtν||2L2(0,T :L2(Ω)) ≤ C(||ν(0)||2 + |||(η, ψ)|||2Dt
)

and

||ADtν||2L2(0,T :L2(Ω)) ≤ C(||Phν(0)||2 + |||(η, ψ)|||2D∗t ).

As before, the triangle inequality completes the proof.
Note that Theorem 10 uses A but does not rely on Theorem 5; hence it does not

require Condition 2 to hold.

6. Optimal order and superconvergent L2(Ω) bounds in one space
dimension. In one dimension, Ω is an interval. Let c4 be a constant satisfying
c4 ≥ 1

2 (a0 + c̃2
a0

), where c̃2 = ||b + ẋ||L∞([0,T ],L∞(Ω)). Assume that a, b are sufficiently

regular such that for any g ∈ L2(Ω), the elliptic equation

(6.1)

{
−∂x(a∂xw) + (b+ ẋ)∂xw + c4w = g in Ω,
w|∂Ω = 0

has a unique solution w satisfying ||w||2 ≤ C||g||.
We have the following optimal order L2(Ω) error estimate.
Theorem 11. Suppose that Condition 1 holds and there exist constants c1, c2, c3

such that, for any t ∈ [0, T ], ||∂xẋ||∞, ||∂xb||∞ ≤ c1; ||β + αẋ||∞, || DDt (β + αẋ)||∞ ≤ c2;

||∂xa||∞, ||DαDt ||∞ ≤ c3. Then there exists a constant C, depending on C1, c1, c2, c3, Ω,
T , and the bounds of coefficient a, such that, for h sufficiently small,

||u− uh|| ≤ C

{
||hmin{m+1,s}u||L∞[0,T,Hs] +

∥∥∥∥hhmin{m+1,s−1}Du

Dt

∥∥∥∥
L2[0,T ;Hs−1]

+ ||hmin{m+2,s}σ||L2[0,T ;Hs] + ||h2hmin{m+1,s−2}σ||L2[0,T ;Hs−1]

+

∥∥∥∥h2hmin{m+1,s−2}Dσ

Dt

∥∥∥∥
L2[0,T ;Hs−1]

}
.(6.2)

Proof. This is an application of Theorem 10 using |||·|||Dt
. Since |||(u−uh, σ−σh)|||Dt

dominates the term we want to bound, it suffices to show that |||(u−vh, σ−Fh(vh))|||Dt

can be bounded by terms on the right-hand side of (6.2) for a suitable choice of vh.
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At each time we take the elliptic projection (vh, Sh) of (u, σ) into Vh × Hh to
satisfy

(6.3)

{
(α(Sh − σ) + (β + αẋ)(vh − u),X )− (vh − u, ∂xX ) = 0

(∂x(Sh − σ) + c4(vh − u), r) = 0

∀X ∈ Hh,

∀r ∈ Vh.

Notice that Sh = Fh(vh).
Differentiating (6.3) with respect to time, using Lemma 7 and properties of D

Dt ,
we have

(6.4)

(
α
D

Dt
(Sh − σ) + (β + αẋ)

D

Dt
(vh − u),X

)
−
(
D

Dt
(vh − u), ∂xX

)
= (E1(Sh − σ),X ) + (E2(vh − u),X ) ∀X ∈ Hh,(

∂x
D

Dt
(Sh − σ) + c4

D

Dt
(vh − u), r

)
= (E3(vh − u), r) ∀r ∈ Vh,

where

E1 =−
(
D

Dt
α+ α∂xẋ

)
,

E2 =−
(
D

Dt
(β + αẋ) + (β + αẋ)∂xẋ

)
,

E3 =− c4∂xẋ.

Here we are also using the fact that, for any given t0 ∈ [0, T ], X (x) ∈ Hh(t0), and
r(x) ∈ Vh(t0), we can define X̃ (x, t) = X (G(G−1(x, t), t0)) ∈ Hh(t) and r̃(x, t) =
r(G(G−1(x, t), t0)) ∈ Vh(t) for any t ∈ [0, T ], so that X̃ (x, t0) = X (x), r̃(x, t0) = r(x),
and D

Dt X̃ = D
Dt r̃ = 0.

Because of (6.1), using the duality lemma in [3], for any h sufficiently small we
have

(6.5) ||vh − Phu|| ≤ C{h||Sh − σ||+ h||Phu− u||+ h2||∂x(Sh − σ)||}.

From the second equation of (6.3) we have

(6.6) ||Ph∂x(Sh − σ)|| ≤ C||vh − Phu||.

Therefore, using the triangle inequality,

(6.7) ||∂x(Sh − σ)|| ≤ C||vh − Phu||+ ||Ph∂xσ − ∂xσ||.

Also from the first equation of (6.3)

||Sh −Πhσ||2 ≤ C(α(Sh − σ), Sh −Πhσ) + C(α(σ −Πhσ), Sh −Πhσ)

= C(vh − u, ∂x(Sh −Πhσ))− C((β + αẋ)(vh − u), Sh −Πhσ)(6.8)

+ C(α(σ −Πhσ), Sh −Πhσ).

Note that

(vh − u, ∂x(Sh −Πhσ)) = (vh − Phu, Ph∂x(Sh − σ)) ≤ C||vh − Phu||2;
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therefore

||Sh −Πhσ||2 ≤ C{||vh − Phu||2 + ||u− Phu||2 + ||σ −Πhσ||2},
||Sh − σ||2 ≤ C{||vh − Phu||2 + ||u− Phu||2 + ||σ −Πhσ||2}.

(6.9)

Substituting into (6.5), we have

(6.10) ||vh − Phu|| ≤ C{h||u− Phu||+ h||σ −Πhσ||+ h2||Ph∂xσ − ∂xσ||}.

Using the triangle inequality,

(6.11) ||vh − u|| ≤ C{||u− Phu||+ h||σ −Πhσ||+ h2||Ph∂xσ − ∂xσ||}.

Substituting (6.10) into (6.9),

(6.12) ||Sh − σ|| ≤ C{||u− Phu||+ ||σ −Πhσ||+ h2||Ph∂xσ − ∂xσ||}.

Similarly applying the duality lemmas in [3] to (6.4), noting that ||E1||∞, ||E2||∞,
||E3||∞ ≤ C, we have for h sufficiently small,∥∥∥∥ DDtvh − Ph DDtu

∥∥∥∥ ≤ C {h∥∥∥∥ DDtSh − D

Dt
σ

∥∥∥∥+ h

∥∥∥∥Ph DDtu− D

Dt
u

∥∥∥∥
+ h2

∥∥∥∥∂x( D

Dt
Sh −

D

Dt
σ

)∥∥∥∥+ ||Sh − σ||+ ||vh − u||
}
.(6.13)

From the second equation of (6.4), we have∥∥∥∥Ph∂x( D

Dt
Sh −

D

Dt
σ

)∥∥∥∥ ≤ C {∥∥∥∥ DDtvh − Ph DDtu
∥∥∥∥+ ||vh − Phu||

}
.

Therefore a triangle inequality yields∥∥∥∥∂x( D

Dt
Sh −

D

Dt
σ

)∥∥∥∥
≤ C

{∥∥∥∥ DDtvh − Ph DDtu
∥∥∥∥+ ||vh − Phu||+

∥∥∥∥Ph∂x DDtσ − ∂x DDtσ
∥∥∥∥} .

Also, from the first equation of (6.4)∥∥∥∥ DDtSh −Πh
D

Dt
σ

∥∥∥∥2

≤ C

{∥∥∥∥ DDtvh − Ph DDtu
∥∥∥∥2

+ ||vh − Phu||2

+

∥∥∥∥Ph DDtu− D

Dt
u

∥∥∥∥2

+

∥∥∥∥ DDtσ −Πh
D

Dt
σ

∥∥∥∥2

+ ||Sh − σ||2 + ||vh − u||2
}
,

and the triangle inequality gives the same bound for || DDtSh −
D
Dtσ||

2. Substituting
these into (6.13),

∥∥∥∥ DDtvh − Ph DDtu
∥∥∥∥ ≤ C {h||vh − Phu||+ h

∥∥∥∥Ph DDtu− D

Dt
u

∥∥∥∥
(6.14)

+ h

∥∥∥∥ DDtσ −Πh
D

Dt
σ

∥∥∥∥+ ||Sh − σ||+ ||vh − u||+ h2

∥∥∥∥Ph∂x DDtσ − ∂x DDtσ
∥∥∥∥} .
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Choosing vh in Theorem 10 to be the solution of (6.3) and noticing that Sh of (6.3) is
equal to Fh(vh), ∂xẋ is piecewise constant and therefore commutes with Ph, we have
||Ph(u− vh)|| = ||Phu− vh|| and

||ADt(u− vh)|| = ||APhDt(u− vh)||

=

∥∥∥∥A(Ph DDtu− D

Dt
vh

)
+A(∂xẋ)Ph(u− vh)

∥∥∥∥
≤ C

∥∥∥∥Ph DDtu− D

Dt
vh

∥∥∥∥+ C||Phu− vh||

≤ C
{
h

∥∥∥∥Ph DDtu− D

Dt
u

∥∥∥∥+ h

∥∥∥∥ DDtσ −Πh
D

Dt
σ

∥∥∥∥
+ h2

∥∥∥∥Ph∂x DDtσ − ∂x DDtσ
∥∥∥∥+ ||u− Phu||

+ ||σ −Πhσ||+ h2||Ph∂xσ − ∂xσ||
}

and

||A∂x(σ − Fh(vh))|| ≤ C||Ph∂xσ − ∂xSh)||

≤ C{h||u− Phu||+ h||σ −Πhσ||+ h2||Ph∂xσ − ∂xσ||}.

Using approximation properties of Ph and Πh, the proof of Theorem 11 is then com-
plete.

With more restrictions on the coefficients and the mesh movement, we can obtain
the following superconvergence result.

Theorem 12. Suppose that the conditions of Theorem 11 hold and that there
exist constants c5, c6, c7 > 0 such that ||∂x( DDt (β + αẋ))||∞ ≤ c5, ||∂x DαDt ||∞ ≤ c6,
and |∂xẋ(xi−) − ∂xẋ(xi+)| ≤ c7 min{hi, hi+1} ∀i. Then there exists a constant C,
depending on C1, c1, c2, c3, c5, c6, c7, Ω, T , and the bounds of coefficient a, such that
for any h sufficiently small

||Phu− uh|| ≤ C
{
‖hhmin{m+1,s}u‖L∞[0,T ;Hs] +

∥∥∥∥hhmin{m+1,s−1}Du

Dt

∥∥∥∥
L2[0,T ;Hs−1]

+ ‖hhmin{m+2,s−1}σ L2[0,T ;Hs−1] + ‖h2h
min{m+1,s−2}
i σ‖L2[0,T ;Hs−1]

+

∥∥∥∥h2hmin{m+1,s−2}Dσ

Dt

∥∥∥∥
L2[0,T ;Hs−1]

}
.

Proof. We slightly modify the proof of Theorem 11. First we apply the duality
argument in [3] to (6.3) to get

(6.15) ||Sh − σ||−1 ≤ C{h2||∂x(Sh − σ)||+ ||vh − Phu||+ h||u− Phu||}.

Let ω be a piecewise linear continuous function on {Ωi} such that ω(xi) = {∂xẋ(xi−)+
∂xẋ(xi+)}/2 for any i. Then it is easy to see that ||ω − ∂xẋ||∞ ≤ Ch and ||ω||1 ≤ C.
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From the right-hand side of (6.4) we have

(E3(vh − u), r) = (E3(vh − Phu), r),

(E2(vh − u),X ) = −
(
vh − u,

D

Dt
(β + αẋ) X

)
− ((∂xẋ)(vh − u), (β + αẋ) · X − Ph((β + αẋ) · X ))

− ((∂xẋ)(vh − Phu), Ph((β + αẋ) · X ))

≤ C{||vh − u||−1 + h||vh − u||+ ||vh − Phu||}||X ||1
≤ C{h||u− Phu||+ ||vh − Phu||}||X ||1,

(E1(Sh − σ),X ) = −
(
Sh − σ,

Dα

Dt
X
)
− (α(∂xẋ− ω)(Sh − σ),X )

− (Sh − σ, αωX )

≤ C{||Sh − σ||−1 + h||Sh − σ||}||X ||1.

Following the duality lemmas in [3] again and also using (6.15), we have∥∥∥∥ DDtvh − Ph DDtu
∥∥∥∥ ≤ C{||vh − Phu||+ h

∥∥∥∥Ph DDtu− D

Dt
u

∥∥∥∥
+ h

∥∥∥∥ DDtσ −Πh
D

Dt
σ

∥∥∥∥+ h||Sh − σ||

+ h2

∥∥∥∥Ph∂x DDtσ − ∂x DDtσ
∥∥∥∥+ h||u− Phu||+ h2||∂x(Sh − σ)||

}
.(6.16)

Note that ||ADt(u − vh)|| ≤ C||Ph DDtu −
D
Dtvh|| + C||Phu − vh||, and ||uh − Phu|| is

dominated by |||(u − uh, σ − σh)|||D∗t ; the rest of the proof is similar to that of
Theorem 11.

We conduct a convergence test using the equation ut − (ux − b1u)x = 0, for
(x, t) ∈ (0, 10) × (0, 1), u(0, t) = u(10, t) = 0, t ∈ [0, 1], u(x, 0) = u0(x), x ∈ [0, 10].
Here u0(x) is a smooth nonnegative function with support in [3, 5]; see Figure 1. b1(x)
is a C2 nonnegative function such that b1 = 3.5 on [2, 7], b1 = 0 on [0, 1]∪ [8, 10], and
b1 is a 5th order polynomial in (1, 2) and (7, 8). Three cases are examined. The case
referred to as “moving mesh” is based on a specified mesh technique discussed in the
next paragraph. There is a characteristic moving mesh case in which the mesh points
are moved along characteristics, starting from the same mesh as the first case. There
is also a case that uses a fixed uniform mesh. In all cases, we have taken the time
step sufficiently small that the time truncation can be ignored, i.e., we are looking at
the continuous-time case.

We illustrate a simple, but powerful, moving mesh strategy in which the mesh
is specified by giving the mesh at the initial and the final times, and the meshes are
then connected. A specified mesh calculation is very easy to program if one has a
code that allows for variable mesh spacing; all that is required is a change in the
convective term to account for αẋ. The selection of the mesh is easier if one can look
at a coarse grid calculation. (One can specify the mesh at more than two levels, and
various techniques can be used to connect the mesh points.) The initial mesh is taken
so that the density of mesh points in (0, 6) is about one third higher than the average
density across the entire interval. In the specified movement case the mesh at the
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Fig. 1. Initial value.

final time T = 1 is such that the local mesh density is proportional to ε+ |∂
2u
∂x2 |, where

u is approximated by a coarse uniform grid numerical solution, and ε is taken to be
0.2. (The value of ε is between the average and the maximum absolute value of the
second derivative.) Figure 2 shows the mesh movement in the space time plane with
mesh cell number n = 40.

In Figure 3, the final solution at T = 1 with n = 20 for the moving mesh mixed
method is compared with the solution from the mixed method with an evenly dis-
tributed fixed mesh. Each of these solutions is used to produce a reconstructed con-
tinuous piecewise linear approximation ũh, through connecting the points (xi, uh(xi)),
where the xi’s are the cell centers. The “exact” solution is the result of a very fine
grid calculation. As expected, higher resolution is achieved for the moving mesh near
(7, 8).

In Table 1 the comparison between the moving and fixed meshes is given in
quantitative terms. The table clearly shows the first order convergence of the error
and the second order convergence of the approximation built on the supercloseness of
the midcell values.

Table 1
Comparative L2 and L∞ errors.

Moving mesh Fixed mesh
n ||u− uh|| ||Phu− uh|| ||u− ũh||∞ ||u− uh|| ||Phu− uh|| ||u− ũh||∞
20 0.052 0.0040 0.013 0.083 0.013 0.075
40 0.026 0.0010 0.0035 0.040 0.0027 0.025
80 0.013 0.00027 0.0011 0.020 0.00070 0.0066
160 0.0066 0.000072 0.00026 0.010 0.00020 0.0018
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Fig. 2. Moving mesh in the space time plane.

Fig. 3. Specified and fixed mesh approximations at T = 1.
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Fig. 4. Characteristic and fixed mesh approximations at T = 1.

Table 2
L2 and L∞ errors with mesh moving along characteristics.

n ||u− uh|| ||Phu− uh|| ||u− ũh||∞
20 0.095 0.019 0.040
40 0.050 0.0063 0.018
80 0.026 0.0014 0.0059
160 0.013 0.00039 0.0016

For this problem, using the same initial mesh as in the specified movement case,
following the characteristics produces an overconcentration of mesh points in (7, 8)
but too few mesh points in (1, 5.5). In Figure 4 and Table 2 computational results
similar to those in Figure 3 and Table 1 are given. In this case the mesh is moving
along characteristics.

7. Another mixed method. Consider the nonconservative form of (2.1):

(7.1)


∂tu−∇ · (a∇u) + b · ∇u+ cu = f

u = 0

u = u0

on Q,

on ∂Ω× (0, T ),

for t = 0.

Let σ = a∇u and α = 1/a, β = b/a. A natural mixed form is

(7.2)


(ασ,X ) + (u, divX ) = 0 ∀X ∈ H(div,Ω),(
Du

Dt
+ div σ, r

)
+ ((β − ẋα) · σ, r) + (cu, r) = (f, r) ∀r ∈ L2(Ω).
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Note that, with a little abuse of the notations, a, b, c, u, α, β, σ have been redefined.
We will keep on using the relevant notations and results from previous sections unless
otherwise specified.

The mixed method is to find uh : [0, T ]→ Vh and σh : [0, T ]→ Hh such that

(7.3)


(ασh,X ) + (uh, divX ) = 0 ∀X ∈ Hh,(
Duh
Dt

+ div σh, r

)
+ ((β − ẋα) · σh, r) + (cuh, r) = (f, r) ∀r ∈ Vh.

The above formulas are introduced in [1]. But here we deal with general mesh move-
ment, and therefore β − ẋα is not necessarily zero.

We define the norm |||(·, ·)|||c by

|||(η, ψ)|||2c = ||η||2L∞(0,T :L2(Ω)) +

∥∥∥∥ADηDt
∥∥∥∥2

L2(0,T :L2(Ω))

(7.4)

+ ||A(div ψ)||2L2(0,T :L2(Ω)) + ||ψ||2L2(0,T :L2(Ω)).

Let Lh be a linear operator Vh(t)→ Hh(t) such that for any vh ∈ Vh(t)

(αLh(vh),X ) + (vh, divX ) = 0 ∀X ∈ Hh.

We have the following theorem, whose proof is similar to that of Theorem 9.
Theorem 13. Suppose that Condition 2 holds and there exist constants c1, c2

such that

∇x · ẋ ≤ c1 and |β − αẋ| ≤ c2

∀(x, t) ∈ Q. Then there exists a constant C > 0, depending only on C2, c1, c2, T , the
bounds of coefficients a and c, and Ω, such that, for any piecewise smooth function
vh with vh(·, t) ∈ Vh(t),

|||(u− uh, σ − σh)|||c ≤ C|||(u− vh, σ − Lh(vh))|||c.

Introduce another norm |||(·, ·)|||c∗ by

|||(η, ψ)|||2c∗ = ||Phη||2L∞(0,T :L2(Ω)) +

∥∥∥∥ADηDt
∥∥∥∥2

L2(0,T :L2(Ω))

+ ||A(div ψ)||2L2(0,T :L2(Ω))

+ ||A((β − αẋ) · ψ)||2L2(0,T :L2(Ω)) + ||A(cη)||2L2(0,T :L2(Ω)).

We have another theorem whose proof is similar to that of Theorem 10, also using
Theorem 5.

Theorem 14. Suppose that Condition 2 holds and there exist constants c1, c2
such that

∇x · ẋ ≤ c1 and |β + αẋ| ≤ c2

∀(x, t) ∈ Q. Then there exists a constant C > 0, depending only on C2, c1, c2, T , the
bounds of coefficients a and c, and Ω, such that, for any piecewise smooth function
vh with vh(·, t) ∈ Vh(t),

|||(u− uh, σ − σh)|||c∗ ≤ C|||(u− vh, σ − Lh(vh))|||c∗ .
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Parallel to what was done in section 6, we derive an optimal convergence result
for one dimension in the next theorem. In particular, the L2 norm of uh − Phu is
superconvergent.

Assume that a is sufficiently regular so that for any ξ ∈ L2(Ω) the equation

(7.5)

{
−∂x(a∂xw) = g

w = 0

in Ω,

on ∂Ω

has a unique solution satisfying ||w||2 ≤ C||g||. We have the following theorem.
Theorem 15. Suppose that Condition 1 holds and there exist constants c1, c2, c3

such that |∂xẋ|, |DαDt | ≤ c1; |β + αẋ| ≤ c2; |∂xc| ≤ c3 ∀(x, t) ∈ Q. Then there exists a
constant C > 0, depending only on C1, c1, c2, c3, T , the bounds on coefficients a and
c, and Ω, such that for any h sufficiently small

||uh − Phu|| ≤ C
{
||hmin{m+2,s+1}σ||L∞[0,T ;Hs+1] + ||hhmin{m+1,s}σ||L2[0,T ;Hs+1]

+

∥∥∥∥hhmin{m+2,s}Dσ

Dt

∥∥∥∥
L2[0,T ;Hs]

+

∥∥∥∥h2hmin{m+1,s−1}Dσ

Dt

∥∥∥∥
L2[0,T ;Hs]

+ ||hhmin{m+1,s}u||L2[0,T ;Hs]

}
and

||u− uh|| ≤ C
{
||hmin{m+2,s}σ||L∞[0,T ;Hs] + ||hhmin{m+1,s−1}σ||L2[0,T ;Hs]

+

∥∥∥∥hhmin{m+2,s−1}Dσ

Dt

∥∥∥∥
L2[0,T ;Hs−1]

+

∥∥∥∥h2h
min{m+1,s−2}
i

Dσ

Dt

∥∥∥∥
L2[0,T ;Hs−1]

+ ||hhmin{m+1,s}u||L2[0,T ;Hs]

}
.

Proof. The proof of the first estimate is an application of Theorem 14. Since
|||(u − uh, σ − σh)|||c∗ dominates the term we want to bound, it suffices to show that
|||(u− vh, σ − Lh(vh))|||c∗ can be bounded by terms on the right-hand side of the first
estimate. The second estimate follows from a triangle inequality.

Consider the following elliptic projection:

(7.6)

{
(α(Sh − σ),X ) + (vh − u, ∂xX ) = 0

(∂x(Sh − σ), r) = 0

∀X ∈ Hh,

∀r ∈ Vh.

Notice that Sh = Lh(vh).
Differentiating (7.6) with respect to time and using Lemma 7 and properties of

D
Dt , we have

(7.7)



(
α
D

Dt
(Sh − σ),X

)
+

(
D

Dt
(vh − u), ∂xX

)
= (E4(Sh − σ),X ), ∀X ∈ Hh,(

∂x
D

Dt
(Sh − σ), r

)
= 0 ∀r ∈ Vh,
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where E4 = −( DDtα+ α∂xẋ). Using the duality lemma in [3], we have

(7.8) ||vh − Phu|| ≤ C{h||Sh − σ||+ h2||∂x(Sh − σ)||}.

Also from the second equation of (7.6),

||∂x(Sh −Πhσ)|| = 0 and ||Ph∂x(Sh − σ)|| = 0,

so ||∂x(Sh − σ)|| = ||Ph∂xσ − ∂xσ||. From the first equation of (7.6),

||Sh −Πhσ|| ≤ C||σ −Πhσ||, and so ||Sh − σ|| ≤ C||σ −Πhσ||.

Therefore

||vh − Phu|| ≤ C{h||σ −Πhσ||+ h2||Ph∂xσ − ∂xσ||}.

Similarly for equation (7.7),
(7.9)∥∥∥∥ DDtvh − Ph DDtu

∥∥∥∥ ≤ C {h∥∥∥∥ DDtSh − D

Dt
σ

∥∥∥∥+ h2

∥∥∥∥∂x( D

Dt
Sh −

D

Dt
σ

)∥∥∥∥+ ||Sh − σ)||
}

and ||Ph∂x( DDtSh −
D
Dtσ)|| = 0, ||∂x( DDtSh −Πh

D
Dtσ)|| = 0. So∥∥∥∥∂x( D

Dt
Sh −

D

Dt
σ

)∥∥∥∥ =

∥∥∥∥Ph∂x DDtσ − ∂x DDtσ
∥∥∥∥ .

Also from the first equation of (7.7)∥∥∥∥ DDtSh −Πh
D

Dt
σ

∥∥∥∥ ≤ C {||Sh − σ||+ ∥∥∥∥ DDtσ −Πh
D

Dt
σ

∥∥∥∥} .
Therefore

(7.10)

∥∥∥∥ DDtvh − Ph DDtu
∥∥∥∥ ≤ C{||Sh − σ||+ h

∥∥∥∥ DDtσ −Πh
D

Dt
σ

∥∥∥∥
+ h2

∥∥∥∥∂x DDtσ − Ph∂x DDtσ
∥∥∥∥}.

In Theorem 15, choose vh to be the solution of (7.6). Note that∥∥∥∥A D

Dt
(u− vh)

∥∥∥∥ ≤ C ∥∥∥∥Ph DDtu− D

Dt
vh

∥∥∥∥ ,
||A((β − αẋ) · (σ − Sh))|| ≤ C||σ − Sh||

≤ C||σ −Πhσ||,
||A(c(u− vh))|| ≤ ||A((c− c̄)(u− vh))||+ ||A(c̄(u− vh))||

≤ C||(c− c̄)(u− vh)||+ ||A(c̄Ph(u− vh))||
≤ Ch(||u− Phu||+ ||Phu− vh||) + C||Phu− vh||,

where c̄|Ωi
≡ (1/|Ωi|)

∫
Ωi
cdx ∀i is a piecewise constant function which commutes with

Ph. The proof is completed using the approximation properties of the projections Ph
and Πh.
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